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Abstract. MorphMix is a peer-to-peer circuit-based mix network to
provide practical anonymous low-latency Internet access for millions of
users. The basic ideas of MorphMix have been published before; this
paper focuses on solving open problems and giving an analysis of the
resistance to attacks and the performance it offers assuming realistic
scenarios with very many users. We demonstrate that MorphMix scales
very well and can support as many nodes as there are public IP ad-
dresses. In addition, we show that MorphMix is indeed practical because
it provides good resistance from long-term profiling and offers accept-
able performance despite the heterogeneity of the nodes and the fact
that nodes can join or leave the system at any time.
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1 Introduction

MorphMix is a peer-to-peer circuit-based mix network [6] to enable anonymous
Internet usage for low-latency applications such as web browsing. Unlike tra-
ditional circuit-based mix systems such as Onion Routing [14], the Freedom
Network [5], JAP1, and the Anonymity Network [19], MorphMix does not con-
sist of a relatively small set of dedicated mixes that serve many users. Rather,
every MorphMix user is also a mix at the same time.

The main goal of MorphMix is to provide practical anonymous Internet access
for the masses, i.e. for millions of users. Traditional mix systems – operated
commercially or not – may not be the best option to fulfil this task [18]: the
experience with the commercial Freedom network has shown it is difficult to
offer such a service in a profitable way and systems with mixes run by volunteers
may fail to acquire enough mixes for cost reasons and due to potential political
and legal pressure. In general, having many mixes operated by independent
institutions or persons located in several different geographical and jurisdictional
areas is good to increase the resistance to certain attacks because (1) it is difficult
for even a well-funded adversary to run a significant portion of all mixes himself
and (2) legal attacks are much harder to carry out.

1 http://anon.inf.tu-dresden.de
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The basic ideas behind MorphMix have been published before [17]. In this pa-
per, we answer the questions that were left open (mainly about the threat model,
peer discovery, and scalability) and present a full analysis to demonstrate Mor-
phMix is indeed practical system to provide anonymity for the masses. With
practical, we mean that it (1) offers acceptable performance despite the hetero-
geneity of the nodes and the fact that nodes can join or leave the system at any
time, and (2) provides good resistance to a realistic adversary. Especially the
first property is very important because in anonymity, usability is an essential
requirement: hardly anybody will use a system that offers poor performance no
matter how well it protects from attacks. But without any users, there is no
anonymity at all [2, 1].

In the next Section, we provide a brief overview of MorphMix. Section 3
states the threat model and Section 4 briefly repeats the collusion detection
mechanism. Section 5 discusses the peer discovery mechanism and Section 6
discusses why MorphMix scales very well. In Section 7, we analyze the collusion
detection mechanism. The performance MorphMix users may expect is evaluated
in Section 8 before we compare MorphMix with similar systems in Section 9.
Finally, we conclude our work in Section 10. Due to the limited space, we can
only present the most important results of our analyses. For a more thorough
discussion, refer to the technical report [16].

2 MorphMix Overview

MorphMix is made up of an open-ended set of nodes. A node i is identified by its
IP address ipi and has an RSA key-pair generated locally when a node is started
for the first time, consisting of a secret (or private) key SKi and a public key
PKi. A node that is part of MorphMix is connected to other MorphMix nodes,
which are its neighbors. Two nodes that are connected share a symmetric key,
which is exchanged using their public keys.

Basically, MorphMix is a circuit-based mix network and to access Internet
hosts anonymously, a node establishes a circuit, which we name anonymous tun-
nel, via some other nodes. The first node in a tunnel is the initiator, the last
node the final node, and the nodes in between are intermediate nodes. The total
number of nodes in a tunnel is the tunnel length. Sending data along a tunnel
works similar as in other circuit-based systems such as Onion Routing [14] and
makes use of layered encryption and fixed-length cells. Anonymous tunnels can
be used to contact several hosts subsequently or in parallel. To do so, anonymous
connections that are only visible to the initiator and final node are transported
within anonymous tunnels. It should be noted that setting up tunnels is a back-
ground process in the sense that when a host should be contacted anonymously,
there are always a few tunnels ready to be used (see Section 8).

One key feature of MorphMix is that when setting up a tunnel, each node
along the tunnel selects its successor node. This has the advantage that a node
only has to manage its local environment consisting of its current neighbors,
which is nearly independent of the system size. Neighbors can directly commu-
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nicate with each other and exchange control information to learn which nodes
have spare resources to accept further anonymous tunnels.

We only give a sketch of the protocol to set up a tunnel because it has already
been provided and analyzed in [17] and has only been slightly adapted [16]. The
initiator a picks the first intermediate node b among its current neighbors and
establish a symmetric key with it that is used for the layered encryption. Then,
a tells b to append a node. To prevent b from easily picking any next hop it
likes, b must offer a selection of possible next hops among its neighbors to a,
which selects one of them. This selection plays an important role in the collusion
detection mechanism (see Section 4). Assuming a has picked node c, a and c
establish a symmetric key via b to be used for the layered encryption. Since a
learns c’s public key from b as part of the selection, a cannot simply choose a
key and encrypt it with c’s public key, because this could easily be exploited
by b by carrying out a man-in-the middle attack on the layer of encryption
between a and c. To prevent this attack, a picks a witness w from the nodes
it currently knows (see Section 5) and encrypts the key first for c and then for
w. The resulting data are sent to b, which sends them to w. Node w decrypts
the data and forwards them to c, which decrypts the data again to extract the
symmetric key. Appending additional nodes works in exactly the same way until
a decides the tunnel is long enough.

3 Threat Model

We assume the adversary wants to link communication partners in as many cases
as possible to accumulate and possibly sell dossiers about Internet users. Conse-
quently, the goal of MorphMix is to provide very good protection from long-term
profiling instead of guaranteeing the anonymity of every single transaction. In
fact, considering the open and asynchronous nature of the Internet and powerful
attacks on mix systems [2–4, 11, 13, 21, 22], operating such a system such that
it is both practical and resistant to powerful adversaries is a very challenging
problem. In particular, if a user is suspected to communicate anonymously with
a host, then a targeted attack by monitoring both the data sent and received
by the user’s computer and the host should make it possible to link the two
communication partners in most cases by means of traffic confirmation. Cover
traffic may protect from such attacks, but especially in mix networks for low-
latency applications, they tend to introduce vast amounts of data overhead. In
general, the benefit of dummy traffic is still not really understood and therefore,
MorphMix does not employ any such mechanisms at this time. However, since
MorphMix is essentially a mix network, we state that if efficient cover traffic
mechanisms that significantly increase the protection from attacks low will be
ever developed, they should be easily applicable to MorphMix.

We say an anonymous tunnel is malicious or compromised if an adversary
manages to link the initiator and the host(s) that are contacted through this
tunnel. Since MorphMix does not employ any cover traffic, we assume that a
tunnel is compromised if (1) an external observer eavesdrops on both the link
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between initiator and first intermediate node and on the route between final
node and host(s), or (2) an adversary operating some nodes himself controls
both the first intermediate and the final node. Note that in practice, this is not
always easy because the chances of the adversary depend on the amount of data
exchanged between initiator and host. In addition, one property of MorphMix
is plausible deniability, i.e. the first intermediate node does not know if the
previous node in the tunnel is the initiator or if that node is merely relaying
the data for yet another node. However, by analyzing the timing patterns of
cells exchanged between initiator and first intermediate nodes and because of
the fact that the tunnel length will be a reasonably small number in practice,
the first intermediate node should often be able to guess its position in the
tunnel. Nevertheless, our assumption about compromised tunnels is a worst case
assumption because anything else is difficult to quantify.

An adversary that observes a fraction of 0.1 of all MorphMix traffic succeeds
in compromising a fraction of (0.1)2 = 0.01 of all tunnels on average. While
large backbone ISPs may indeed be capable of observing so many data, we state
the threat from external observers is quite small. Increasing the protection from
this adversary depends on the development of efficient cover traffic mechanisms.
On the other hand, due to the openness of the system, an internal active at-
tacker controlling a subset of all nodes and compromising a significant fraction
of all tunnels is a real threat. Consequently, we must assume there are honest
nodes, which are nodes that do not try to break the anonymity of other users
and there are malicious nodes, which may collude with other malicious nodes to
break the anonymity of honest users. We have analyzed many different attack
strategies [16] for an internal attacker that aims at compromising as many tun-
nels as possible. Since every node in a tunnel selects its successor node, we have
come to the conclusion that the most effective attack to control both the first
intermediate and the final node in a tunnel is the one where malicious nodes
offer many or only other malicious nodes in their selections during the tunnel
setup (see Section 2).

To defend against the internal attacker, MorphMix employs a collusion de-
tection mechanism (see Section 4), which exploits the fact that usually, only
contiguous ranges of IP addresses are under a single administrative control. We
say that all IP addresses with the same 16-bit prefix belong to the same /16
subnet.2 Leaving out reserved and multicast addresses, there are exactly 56559
public /16 subnets in the Internet. An adversary owning an entire class B net-
work can still run 65533 MorphMix nodes, but from the point of view of the
collusion detection mechanism, they all belong into the same /16 subnet. Con-
trolling nodes in many different /16 subnets is much more difficult than in a
single subnet. Even an adversary owning an entire class A network has easy ac-
cess to only 256 different /16 subnets. Consequently, we assume the adversary
can operate nodes only in a small subset of all /16 subnets. It is difficult to spec-
ify an upper limit, but we do not believe it is realistic a single adversary will ever
be able to run nodes in significantly more than 1000 /16 subnets because even

2 We have developed a similar concept to support IPv6 [16]
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the largest ISPs do not control addresses in so many /16 subnets. The adversary
could also try to run nodes in subnets he does not possess, either by himself
or by private persons. Again, running nodes in much more than 1000 subnets
is very difficult, in particular if the adversary wants to avoid that his activities
become public.

4 Collusion Detection Mechanism

The collusion detection mechanism bases on the assumption that the most effec-
tive attack is that malicious nodes offer many or only malicious nodes in their
selections, i.e. they offer nodes from a relatively small spectrum of all /16 sub-
nets. Honest nodes, on the other hand, choose their neighbors and therefore also
the nodes in their selections more or less randomly from all /16 subnets that
contain nodes (see Section 5). We name the selections offered by honest nodes
honest selections and the selections from malicious nodes malicious selections.
Each node maintains a extended selections list LES that contains the kES (see
Section 6) most recently received extended selections. The extended selection is
the combination of the 16-bit prefixes of the IP addresses in a selection and of
the node that offered the selection. For each new extended selection, the initia-
tor computes a correlation by comparing it with all other extended selections
in LES . We do not describe this algorithm here because this has already been
done in detail in the original paper [17] and only repeat the main result that
this correlation is in general relatively big if the new extended selection contains
many or only colluding nodes and relatively small otherwise.

A node remembers the correlations it has computed over time and represents
them as a correlation distribution. This correlation distribution is used by a node
to determines a correlation limit, which has the property that if the correlation
of a new extended selection is smaller than this limit, then the node that offered
the corresponding selection is honest with a high probability. During the setup
of a tunnel, the initiator gets an extended selection from each intermediate node.
If at least one yields a correlation larger than the correlation limit, the tunnel is
considered as malicious and is not used. Otherwise, it is considered as good and
can be used to contact hosts anonymously.

5 Peer Discovery and Selecting Nodes

For the collusion mechanism to work correctly, honest nodes must pick the nodes
they offer in their selections as randomly as possible from the set of all /16
subnets that contain at least one node. To do so, honest nodes must (1) frequently
change their neighbors and (2) new neighbors must be selected as randomly as
possible, which is exactly what the peer discovery mechanism should support.

Once a node is participating in MorphMix and starts setting up anonymous
tunnels, it learns about a variety of other nodes through the selections it receives.
It remembers these nodes and arranges them in a most recently seen subnets
list LS . There is at most one entry in the list per /16 subnet and each entry
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contains the corresponding 16-bit prefix and a most recently seen nodes list LN,S,
which contains information about nodes in this subnet that have been received
in selections. An entry in LN,S contains the IP address, port, public key, and
node level (see Section 7) of the corresponding node. When the initiator learns
about a new node, it moves the corresponding entry in LS to the first position
of the list, or inserts an entry at the first position if the /16 subnet has not yet
been in the list. Then, the information about the new node is inserted at the first
position of the corresponding LN,S. If LN,S already contains information about
the node, the old entry is simply removed from LN,S. Furthermore, to limit the
memory requirements, the length of every LN,S is limited to ten entries.

Organizing the information about other nodes in this way has two properties:
(1) the nodes belonging to the same /16 subnet are ordered in their respective
LN,S such that the more recently a node has been seen, the closer to the first
position in LN,S it is, and (2) the subnets in LS themselves are ordered such that
the more recently a node has been seen, the closer the corresponding subnet is
to the first position in LS . After a node has been participating in MorphMix for
a while, its LS will contain entries for nearly all subnets that contain at least
one node. Since nodes may join and leave the system at any time a node never
knows about all other nodes. However, this is no problem because for honest
nodes, it is sufficient to know about nodes in nearly all /16 subnets (e.g. 80%)
that contain at least one node to pick them as their neighbors and offer them in
selections from a much wider spectrum of /16 subnets than malicious nodes do.

To pick a new neighbor, the initiator randomly selects a subnet from LS and
gets (and removes) the information about the first node in the corresponding
LN,S. If the node can be contacted and is willing to accept further anonymous
tunnels, it is used as a new neighbor. Otherwise, the same is tried using the
next node in LN,S. If this fails for all nodes in the selected subnet, the subnet
is removed from LS and another subnet is tried. This guarantees honest nodes
pick their neighbors, and therefore the nodes they offer in their selections, from
a wide variety of /16 subnets that contain MorphMix nodes. Note that witnesses
(see Section 2) are basically selected using the same method, but to make sure
that a high percentage of attempts to set up an anonymous tunnel succeed, it is
desirable that the witnesses the initiator selects are online with high probability.
Witnesses should therefore be picked “close” to the first position in LS, i.e. from
the nodes that have been inserted more recently.

The nodes in newly arriving selections are only inserted into the most re-
cently seen subnets list if the corresponding correlation is not above the correla-
tion limit. So we have actually combined peer discovery and collusion detection
to minimize the number of malicious nodes in the list. For the adversary to
compromise an anonymous tunnel, controlling the first intermediate node is a
requirement. To make sure that the nodes he controls are selected as often as
possible as first intermediate nodes, he needs to include many or only malicious
nodes in the selections. But since the collusion detection mechanism detects
these malicious selection with high probability, the adversary cannot advertise
malicious nodes as aggressively as he would like.
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6 Scalability

The key to scalability in MorphMix bases on the fact that although there may
be as many participating nodes as there are public IP addresses, the number of
/16 subnets has a strict upper bound.

Our measurements [16] have shown that the effectiveness of the collusion
detection mechanism depends on both the number of nodes offered in a selection
(nsel) and the number of extended selections in LES (kES). Using experiments,
we have derived reasonable values for both sizes. They depend on the number
s of different /16 subnets that contain MorphMix nodes. The selection size to
be used is defined by nsel = max (3, d7.75 · log

10
s − 17e). Assuming there are

MorphMix nodes in every public /16 subnet, the maximum selection size is given
by nsel,max = d7.75 · log

10
56559 − 17e = 20. This also implies it is sufficient

for a node must have at least 20 neighbors that are willing to accept further
anonymous being routed through them at any time. If nsel is the average number
of nodes in a selection, the number of extended selections in LES is defined by
kES = d2 · s

nsel

e. There is also an upper bound for the size of LES , which is given

by kES,max = d2 · 56559/20e = 5656. We carried out some performance tests
on a system with a 1GHz AMD Athlon CPU and 256 MB RAM. With both
nsel and kES set to their maximum values, it takes about 50 ms to compute
the correlation of a new extended selection. Assuming an initiator sets up one
anonymous tunnel every two minutes (see Section 8) and the tunnel length is
five, this only consumes about 0.125% of the computing power available on the
system mentioned above, which can be neglected. Similarly, the maximum size
of LES is 5656 entries with 21 IP addresses each, corresponding to less then 0.5
MB memory space, which is hardly an issue for state-of-the-art computers.

Peer discovery also scales well because LS has at most 56559 entries. The
information about a node includes four bytes for the IP address, two bytes for
the port, 256 bytes for the RSA modulus, and one byte for the node level. Since
there may be up to ten entries in every LN,S, the maximum size of LS is about 150
MB. While this is not insignificant, it can well be handled by modern systems.
In addition, there is always the possibility to reduce the number of entries in a
LN,S to reduce the memory requirements.

7 Analysis of the Collusion Detection Mechanism

Results from our earlier paper [17] have shown that it is not advisable for the
adversary to always include only malicious nodes in malicious selections because
such a selection is virtually always detected by the collusion detection mecha-
nism. Including fewer malicious nodes makes malicious selections more similar to
honest selections and less detectable. We name the number of malicious nodes
the adversary offers in malicious selection the attack level. We have analyzed
several strategies [16] an adversary may employ by varying the attack level de-
pending on the position of a malicious node in a tunnel and have come to the
conclusion that the most effective way is to attack always with the same attack
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level, i.e. malicious nodes always offer the same number of malicious nodes in
their selections. The main reason is that the adversary can get all information
to carry out this attack optimally, because observing the system tells him the
approximate number of different /16 subnets with nodes in the system, which
tells him the optimal attack level. Note that there are strategies that are slightly
more effective in theory, for instance attacking only if the adversary controls the
first intermediate tunnel. However, these attacks requires a malicious nodes to
correctly “guess” its position in a tunnel during the setup, which is very difficult
in practice, in particular if the initiator introduces random delays of several sec-
onds between receiving a message and forwarding the next during tunnel setup.

Since MorphMix aims at providing anonymity for a large number of users,
we analyze the performance of the collusion detection mechanism when there
are nodes in nearly all public /16 subnets. We also take different capabilities of
the nodes into account, i.e. some nodes have slow dial-up connections and can
only relay few tunnels of others, which means they are chosen less frequently as
neighbors (see Section 5) and therefore also offered less frequently in selections.
Then there are nodes with very good network connectivity that can relay many
data for others. As a basis for the kind of nodes that may participate in Mor-
phMix, we use a measurement study [20] about the peers in the Napster and
Gnutella file sharing systems. One main result of the study is the distribution of
the bandwidths of the peers, and based on these results, we define a distribution
for the bandwidths of MorphMix nodes that we assume to be realistic. To do
so, we define six node levels and nodes are categorized according to their band-
widths. Depending on the node level, we define acceptance probabilities, which
is the probability a node accepts relaying further anonymous tunnels when it is
contacted as a new neighbor by another node. The left half of Table 1 illustrates
the node levels and their up- and down-stream bandwidths, the distribution of
MorphMix nodes over the node levels, and the acceptance probabilities. Note
that these assumptions are only valid for honest nodes. We describe a different
model for malicious nodes below.

Table 1. Assumed realistic bandwidth distribution of MorphMix nodes and acceptable
intermediate and final nodes.

node bandwidth (Kb/s) frac. of acc. acceptable intermediate and final nodes
level up/down-stream all nodes prob. ISDN ADSL256 ADSL512 DSL512 T1 T3

ISDN 64/64 10 0.05 • • • • • •

ADSL256 64/256 0.25 0.1 • • • •

ADSL512 128/512 0.25 0.2 • • •

DSL512 512/512 0.25 0.5 • • •

T1 1544/1544 0.1 0.8 • • •

T3 4632/4632 0.05 0.95 • • •

Looking at Table 1, we can see that we assign ISDN nodes a very small
acceptance probability of 0.05, which implies that these nodes are only capable
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of accepting anonymous tunnels in one out of 20 cases when they are picked as
a new neighbor by another node. Conversely, we assume fast nodes can nearly
always accept being selected as a neighbor and we therefore assign T1 and T3
nodes an acceptance probability of 0.8 and 0.95, respectively. Note that we have
not explicitly listed nodes with Cable connections because the bandwidths they
offer are the same as ADSL or DSL connections. Therefore, the ADSL and DSL
nodes in Table 1 also include nodes with Cable connections.

A second valuable result from the measurement study are the up-times of the
peers. It shows that the probability a peer is connected to the Internet at any
time is nearly evenly distributed between zero and one, with the exception that
hardly any peer is nearly never or nearly always online. Applied to MorphMix,
it is reasonable to assume that dial-up nodes are online and participating in
MorphMix for only a relatively short time and the fast T1 and T3 nodes are
nearly always up. We therefore model the up-times of honest nodes as follows:

– ISDN nodes are online during one hour a day, which means their up-time
probability is 1/24.

– T1 and T3 nodes have an up-time probability of 0.9.
– All other nodes get randomly an up-time between 1/24 and 0.9.

To be most effective, the adversary makes sure that the malicious nodes are
participating in MorphMix as often as possible. In addition, to be involved in as
many anonymous tunnels as possible, the malicious nodes should always accept
further anonymous tunnels, We therefore assign all malicious nodes per default
an acceptance probability and an up-time probability of one.

Taking into account nodes with very different bandwidths, we must think
about the quality of the nodes along an anonymous tunnel. Basically, the slowest
node in a tunnel determines the maximum throughput of the tunnel: if one
intermediate node is an ISDN node and all the others, including the initiator,
are T3 nodes, the throughput of the tunnel will be at most 64 Kb/s. This is
a significant problem because hardly any user is willing to sacrifice her fast
Internet connection for anonymity if all she gets is the equivalent of a slow dial-
up connection. The only way to cope with this problem is to make sure no slow
nodes are present along tunnels of fast initiators. In practice, this means that the
initiator specifies a minimum node level for the nodes it accepts and intermediate
nodes offer only nodes in selections that meet or exceed this minimum level.
The right half of Table 1 specifies reasonable acceptable node levels for the
intermediate and final nodes depending on the node level of the initiator.

We analyze how well the collusion detection mechanism copes with the realis-
tic acceptance and up-time probabilities defined above. We look at two scenarios:
one system with 100000 honest nodes in 50000 subnets and a large system with
1000000 honest nodes in 50000 subnets. We assume the adversary manages to
operate 10000 malicious nodes that are located in 1000, 2000, 5000, or 10000 dif-
ferent subnets that also contain honest nodes. We always set up 10000 tunnels,
starting with an empty extended selections list, and use a tunnel length of five.
Our main measure to assess the effectiveness of the collusion detection mech-
anism is the percentage pam

of malicious tunnels among the accepted tunnels.
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Besides pam
, we also show the percentage of false positives, i.e. the percentage

of good tunnels that were wrongly classified as malicious. The data are repre-
sented as a rolling average over the 200 most recently set up anonymous tunnels.
Figure 1 illustrates the results for both scenarios with malicious nodes in 1000,
5000, and 10000 subnets, respectively. The table below the graphs give the opti-
mal attack level (oal) and pam

with and without collusion detection for malicious
nodes in 1000, 2000, 5000, and 10000 subnets. We assume the initiator belongs
to the four fastest types of nodes in Table 1, which corresponds to the worst
case since the spectrum of nodes that can be offered in selections is smallest.
The figures in parenthesis give pam

if no tunnel optimization according to the
right half of Table 1 were made, i.e. if every node would accept every other node
in its tunnel.
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b) 1000000 honest nodes, malicious nodes in 1000, 5000, and 10000 subnets

subnets 100000 honest nodes 1000000 honest nodes
with mal. oal pam

with pam
without oal pam

with pam
without

nodes collusion detection collusion detection

1000 4 0.45 (0.28)% 5.74 (5.34)% 7 0.05 (0.05)% 1.79 (1.71)%

2000 5 1.13 (0.91)% 11.26 (10.04)% 8 0.18 (0.14)% 3.16 (2.95)%

5000 7 5.23 (4.47)% 24.04 (22.90)% 11 0.60 (0.52)% 5.71 (5.50)%

10000 10 14.17 (12.42)% 44.64 (42.54)% 14 2.37 (2.20)% 9.51 (9.23)%

Fig. 1. 100000 (a) and 1000000 (b) honest nodes; 10000 malicious nodes.

Figure 1 delivers several interesting results. First of all, it takes setting up
about 4000 anonymous tunnels until the rate of false positives reaches and re-
mains at approximately 20%. The reason for this is that the collusion detection
mechanism works conservatively in the beginning to keep pam

small, but at the
cost of more false positives. To make sure this learning phase happens only once,
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the extended selections list is periodically stored on disk and reloaded in case a
node has been offline for a while. We also see that for the adversary, it is much
better to operate only one or a few nodes in as many different subnets as possible
than several nodes in a smaller number of subnets. This exactly what we wanted
to achieve with the collusion detection mechanism operating on the 16-bit pre-
fixes rather than the IP addresses themselves. In addition, Figure 1 illustrates
that increasing the number of honest nodes makes the system significantly more
resistant to attacks. This can be explained with the way honest nodes pick their
neighbors (see Section 5): with 100000 honest nodes, only very few honest nodes
are stored in the LN,S per subnet and the probability a malicious node is picked
is much larger than with 1000000 honest nodes.

Finally, the measures to improve the throughput of anonymous tunnels only
marginally increase the adversaries chances to compromise an anonymous tunnel.
At first, this seems surprising because DSL512, T1, and T3 account for only 40%
of all nodes, which means the effective number of honest nodes for fast initiators
is much smaller because slow nodes are no longer offered in selections to them.
But actually, not so much has changed because looking at the acceptance prob-
abilities in Table 1 shows that slow nodes accept relaying tunnels infrequently
compared to the fast nodes, which means that even if they were accepted by
fast initiators, they would be present in their tunnels rather infrequently. This
implies that by requesting a minimum quality for the nodes offered in selection
for fast nodes, we have merely removed occasional occurrences of slow nodes in
these selections.

Assuming our threat model and looking at the results presented in this sec-
tion, we conclude that the collusion detection mechanism works indeed well for
large systems. It significantly reduces pam

compared to the case if no such mech-
anism were employed and it is very difficult for an adversary to compromise a
significant percentage of all anonymous tunnels. Even optimizing the through-
put of anonymous tunnels must not be paid with a significant increase in the
number of compromised tunnels. In large systems, the task for the adversary
becomes very complicated, because he cannot simply run many nodes in a few
subnets but must be present in a large number of different subnets. Of course
it could be the case that the adversary owns a part of the public IP address
space, for instance a whole class A network. But this only gives him full control
over 256 /16 subnets, which only enables him to compromise very few tunnels.
To be effective, the adversary must have nodes under his control in very many
different /16 subnets. Assuming a large system with honest nodes in nearly all
public /16 subnets, the adversary must control nodes in several 1000 subnets to
compromise more than 1% of all anonymous tunnels.

8 Simulation Results

To analyze the expected performance MorphMix offers to its users, we imple-
mented our own simulator, mainly because existing generic network simulators
simulate the underlying network protocols in great detail and are therefore not
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capable of simulating a large number of nodes (e.g. 1000) over a large simulated
time period (several hours) within a reasonable execution time. Our simulator
simulates the entire MorphMix protocol and is described in [16].

We use web browsing based on HTTP 1.1 for our analysis. The lengths of
web requests and replies are modelled using appropriate values from traffic mod-
elling and simulation literature. Web requests have a length of 300 bytes with a
probability of 0.8 and 1100 bytes with a probability of 0.2 [12]. The lengths of
web replies follow a ParetoII distribution with parameters k = 2.4 and α = 1.2,
resulting in average object size of 12 KB; the number of embedded objects per
page also follow a ParetoII distribution with parameters k = 0.8 and α = 1.2,
resulting in an average of four embedded objects per page [9]. Finally, the read-
ing time is defined by the time it takes between having completely downloaded
a web page and initiating the next request and is also modelled by a ParetoII
distribution with k = 10 and α = 2.0, resulting in an average of ten seconds.

We have made several assumptions to reflect a realistic scenario. The time
it takes for the data to travel between two neighboring nodes or a node and a
web server and is selected randomly between 20 and 150 ms for each link. To
force nodes to frequently change their neighbors, a newly selected neighbor may
be offered in selection for only 30 minutes. The tunnel length is five, and every
node sets up a new tunnel every two minutes on average. A tunnel may be used
for at most ten minutes after it has been established, which means that at any
time, a node has about five tunnels that are ready to be used. We assume it
takes ten ms to process a cell in a node; if processing of data includes a DH or
RSA operation, we add an additional 100 ms to the processing delay.

There are 1000 nodes in the system. More nodes are possible but the simula-
tion time grows linearly with the number of nodes. However, we argue that even
a system with 1000 nodes delivers reasonable information about how a very large
system would perform if certain parameters are set accordingly. To do so, we will
always use the maximum selection size of 20 (see Section 6), which implies the
messages to set up a tunnel have their maximum length. We also make sure that
at any time, every node has at least 30 neighbors that are willing to relay more
anonymous tunnels, which implies that 20 nodes can easily be offered in selec-
tions at any time. So even if the system consisted of a million nodes, the tunnel
setup messages would not be longer and the local environment every node has
to handle would not be larger. The nodes’ capabilities and up-times are chosen
according to Section 7. For ISDN nodes, we assume their owners are browsing
the web whenever the nodes are online. For all other nodes, we assume their
owners browse the web during two hours a day. If the system were ten times
bigger, there would also be ten times as much traffic, but also ten times as many
nodes to handle it. Since the distribution of the nodes’ capabilities and up-times
would be unchanged, we could expect the simulation results to be very similar.

We analyze the download times for a complete web page depending on
whether the web server is accessed directly or through MorphMix. In the latter
case, we also compare the results with and without tunnel quality optimization
according to Table 1. We simulate four hours of real time. Since the page down-
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load time is nearly linearly dependent on the page size, we use linear regression
to plot the graphs. Figure 2 illustrates the results.
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Fig. 2. Download times when accessing the web server directly and through MorphMix.

The results are split into the six node levels defined in Table 1. Comparing
Figures 2(a) and (b), we see that the download times get significantly longer if
the web server is accessed through MorphMix without tunnel optimization. In
particular, the end-to-end performance of any node drops below the performance
ISDN nodes experience if the web server is contacted directly. We strongly believe
that a performance loss so significant would be unacceptable for most users with
reasonably fast Internet connections and hinder MorphMix from acquiring a
critical mass.

Using tunnel optimization and looking at Figure 2(c), the end-to-end perfor-
mance could be significantly improved. We can also clearly state that the ben-
efits from optimizing the throughput of anonymous tunnels greatly outweighs
the small increase in the number of compromised tunnels (see Figure 1). Com-
pared to Figure 2(a), the download times have increased about 20% for ISDN
nodes and about 50% for ADSL256 nodes. All other nodes only accept nodes
with at least DSL512 speed in their tunnels and the performance they experi-
ence is therefore approximately equal. Their download times are now about 50%
longer than those of ADSL512 or DSL512 nodes when the web server is contacted
directly. Since Figure 2 does not take the time to completely display a page in
the browser into account, the actual performance loss experienced by the user
should be even smaller. We believe that for many users, this is an acceptable
price for getting anonymity.

We now analyze the bandwidth usage and the data overhead of MorphMix
assuming the web browsing scenario above. We distinguish between six different
types of data: (1) web requests sent and web replies received at the initiator,
which corresponds to the the data sent and received if the web server is contacted
directly. (2) Cell headers and padding bits to generate fixed-length cells. (3)
Forwarding of cells containing web requests and replies for other nodes. (4)
Tunnel setup overhead, which includes all data sent and received to establish
and tear down anonymous tunnels. (5) End-to-end (e2e) ping/pong overhead
from regularly testing the quality of a tunnel. (6) Link message overhead, which
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includes all messages exchanged between two neighbors to set up a link and
exchange keys, for link status information, and for flow control messages.

The first three types of data are needed to fulfil the prime task of a mix
network: to send and receive user data through anonymous tunnels. We therefore
do not count the cell headers and padding bits to generate fixed-length cells from
the user data and forwarding these cells along anonymous tunnels as overhead,
because they are essential properties of any mix system. We collectively identify
these three types of data as tunnel data The other three types are needed to
provide the anonymous tunnel infrastructure and are therefore data overhead.

We first analyze how much of the available bandwidth is actually used by
MorphMix using the scenario in Figure 2(c). We distinguish between data sent
and received and between tunnel data and overhead. Figure 3(a) shows the
bandwidth usage for all nodes together and for the different node types.
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Fig. 3. Bandwidth usage and data sent and received by the nodes.

Overall, about 3% of the total bandwidth available is used by MorphMix.
This is quite a small total burden and Figure 3(a) shows that all nodes with at
least a ADSL256 connection can easily run a node without noticing a significant
drop in terms of network performance for other applications. The reason why
relatively much of the down-stream bandwidth of ISDN nodes is used is that
their bandwidth is generally quite small and that we assume that ISDN users
are always browsing when they are online. About 61% of all data are tunnel data
and 39% are overhead. The overhead is therefore relatively large but since the
total load on the nodes is so small, it can easily be dealt with.
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To analyze the data sent and received by the nodes in more detail, Fig-
ures 3(b) and (c) illustrate how much of the used bandwidth is spent on which
type of data. The biggest part – about 55% – is spent on forwarding the web re-
quests and replies of other nodes and only relatively little is spent to handle the
own data, which is reasonable. Tunnel setup and teardown overhead is responsi-
ble for about half of all overhead and for about 19% of all all data. About 16.5%
stem from the nodes along the tunnel and 2.5% from the witnesses when append-
ing a node. End-to-end ping/pong messages are responsible for about 9% and the
various link messages exchanged between neighbors for about 11% of all data.
Looking at the different node types, the bandwidth that is spent for handling
the data of other nodes gets the bigger the faster the Internet connection to the
node is. This is reasonable because according to our assumptions about realistic
capabilities and up-times in Section 7, faster nodes accept relaying anonymous
tunnels more frequently and are online more often.

We have also analyzed the impact of nodes that frequently crash or that can
temporarily not be reached for any reason because this renders the corresponding
tunnels useless and therefore also stops ongoing web page downloads along these
tunnels. Without going into the details [16], we only state that MorphMix is still
able to deliver satisfactory performance for application such as web browsing,
although a small percentage of the web pages must be requested again.

For our analyses in this section, we have assumed that all nodes relay data
for others. However, many peer-to-peer systems, especially those for file sharing,
suffer from the “free rider” problem because there is often no real incentive to
provide services to others because everything is for free and the systems seem
to work well enough even if most users are free riders. If 90% of all MorphMix
nodes were free riders the, load on the other 10% them could get quite high and
the performance may suffer. However, the advantage of MorphMix compared to
other peer-to-peer systems is that MorphMix provides incentive to relay the data
of others. This has to do with the fact that the first intermediate node in a tunnel
cannot easily learn that it is the first intermediate because no such information
is leaked during the setup of the anonymous tunnel. So if a node is accused of
having contacted a host anonymously, its operator can claim she only relayed
the data for another node (plausible deniability). Traditional mix systems do
not have this property because the clients and mixes are strictly separated. On
the other hand, if a node a is a free rider in MorphMix, other nodes can learn
about this by trying to pick a as a new neighbor. If this always fails or if a never
accepts relaying tunnels, it can be concluded with very high probability that all
data sent or received by a belong to tunnels of which a is the initiator. This
implies that a cannot plausibly deny being the initiator of a tunnel and reduces
a’s anonymity compared to other nodes that relay the data of others.

9 Comparison with Similar Systems

We compare MorphMix with two other peer-to-peer based system aiming at
anonymous low-latency Internet access: Crowds [15] and Tarzan [10].



16

Crowds requires a centralized lookup server to keep track of the nodes. This
is a major drawback, first of all because it provides a single point of failure
and attack and second because the lookup server must inform all participating
nodes about any membership changes. The latter makes Crowds not well suited
to support many nodes (e.g. several 1000s) that come and go. Crowds also nei-
ther employs layered encryption nor a collusion detection mechanism. Assuming
the requester picks a malicious node to which it forwards the request and that
node can find out that its predecessor is indeed the requester, it has broken the
anonymity. To protect from this attack in the case of web browsing, the last node
in the circuit retrieves the page including all embedded objects before sending it
back to the requester. This prevents the malicious node from easily making use
of a timing attack to learn whether it is directly following the requester or not
because embedded objects would be requested by the browser automatically.
The disadvantage is that the last node must parse HTML objects to get all
embedded objects, which is impossible if HTTPS is used. There are additional
possibilities for a requester to leak information (clicking on a hyperlink, HTTP
redirects) that can be used for a timing attack by the node directly following
the requester. The Crowds’ designers propose to introduce random delays to
complicate this attack, but this reduces the end-to-end performance and could
refrain potential users from using the system. In general, it is always possible to
introduce such application-dependent measures, but they also imply limiting the
capabilities of the system a bit. The collusion detection mechanism as employed
in MorphMix is a much cleaner solution because it tries to guarantee that anony-
mous tunnels are “secure” with high probability before any information about
hosts to be contacted anonymously are revealed to the final node. Consequently,
no such measures as employed by Crowds are required.

Tarzan builds an universally verifiable set of neighbors (the mimics) for every
node, which requires a node lookup mechanism that can keep track of all nodes
currently participating in Tarzan. This makes it unlikely Tarzan can function well
in a large and dynamic environment where nodes come and go. Apart from this
drawback, the fact that every node selects its neighbors in a pseudo-random way
means all nodes along a circuit are also chosen pseudo-randomly from the set of
all nodes. Consequently, when we talk about collusion detection in MorphMix,
we can identify the mechanism employed by Tarzan as collusion prevention.
However, this also means there is only little room for throughput optimization
because the potential next hop nodes are limited to a node’s mimics.

10 Conclusions

We have shown that MorphMix indeed provides practical anonymity for low-
latency applications for a large number of users. In particular, MorphMix offers
acceptable performance and provides good protection from long-term profiling.
An important advantage of MorphMix compared to similar peer-to-peer based
systems is that it does not rely on a lookup service that must keep track of all
nodes that are currently participating, which makes it highly robust to mem-
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bership fluctuations. In addition, MorphMix scales very well because every node
handles only its local environment, which is nearly independent of the number
of nodes in the system. Finally, the collusion detection mechanism also scales
well because its complexity is bounded by the maximum number of /16 subnets.

As always, some open issues remain. Since nodes tend to fail or disappear
more often than the mixes in traditional mix systems, MorphMix is less well
suited for applications using long-standing TCP connections such as remote
logins. Possible solutions are to bypass nodes that have failed but doing so could
enable an attack where malicious nodes claim that their honest successor node
along a circuit has failed. Another problem is exit abuse. What if a Yahoo account
is accessed through MorphMix to send a threatening e-mail message? Will the
last node in the chain be accused? This problem seems more significant in peer-
to-peer-based than in traditional mix systems, because in the latter, the operator
can “more plausibly” argue about not having sent the message himself. One way
to solve this problem are exit policies using blacklists, but it is difficult to keep
them up-to-date. Another potential problem are DoS attacks by malicious nodes
that simply do not forward data for others. To solve this problem, one could
couple MorphMix with a reputation system. Research on reputation systems is
still in its infancy, but initial studies to make mix networks more reliable through
reputation have been carried out [7, 8]. Finally, a lot of research remains to be
done to develop efficient cover traffic mechanisms that significantly increase the
protection from targeted attacks.
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