CHAPTER4

Zero-Knowledge Proof Systems

In this chapter we discuss zero-knowledge (ZK) proof systems. Loosely speaking, such
proof systems have the remarkable property of being convincing and yielding nothing
(beyond the validity of the assertion). In other words, receiving a zero-knowledge
proof that an assertion holds is equivalent to being told by a trusted party that the
assertion holds (see illustration in Figure 4.1). The main result presented in this chapter
is a method for constructing zero-knowledge proof systems for every language in
N'P. This method can be implemented using any bit-commitment scheme, which in
turn can be implemented using any pseudorandom generator. The importance of this
method stems from its generality, which is the key to its many applications. Specifically,
almost all statements one may wish to prove in practice can be encoded as claims
concerning membership in languages in A/P. In addition, we discuss more advanced
aspects of the concept of zero-knowledge and their effects on the applicability of this
concept.

Organization. The basic material is presented in Sections 4.1 through 4.4. In parti-
cular, we start with motivation (Section 4.1), next we define and exemplify the notions
of interactive proofs (Section 4.2) and of zero-knowledge (Section 4.3), and finally
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Figure 4.1: Zero-knowledge proofs: an illustration.
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Section 4.5:  Negative results

Section 4.6:  Witness indistinguishability and witness hiding
Section 4.7:  Proofs of knowledge

Section 4.8:  Computationally sound proofs (arguments)
Section 4.9:  Constant-round zero-knowledge systems
Section 4.10:  Non-interactive zero-knowledge proofs
Section 4.11:  Multi-prover zero-knowledge proofs

Figure 4.2: The advanced sections of this chapter.

we present a zero-knowledge proof system for every language in NP (Section 4.4).
Sections dedicated to advanced topics follow (see Figure 4.2). Unless stated differently
(in the following list and in Figure 4.3), each of these advanced sections can be read
independently of the others.

e In Section 4.5 we present some negative results regarding zero-knowledge proofs. These
results demonstrate the “optimality” of the results in Section 4.4 and motivate the variants
presented in Sections 4.6 and 4.8.

e In Section 4.6 we present a major relaxation of zero-knowledge and prove that it is closed
under parallel composition (which is not the case, in general, for zero-knowledge). Here
we refer to a notion called witness indistinguishability, which is related to witness hiding
(also defined and discussed).

® In Section 4.7 we define and discuss (zero-knowledge) proofs of knowledge.

e In Section 4.8 we discuss a relaxation of interactive proofs, termed computationally
sound proofs (or arguments).

e In Section 4.9 we present two constructions of constant-round zero-knowledge systems.
The firstis an interactive proof system, whereas the second is an argument system. Section
4.8.2 (discussing perfectly hiding commitment schemes) is a prerequisite for the first
construction, whereas Sections 4.8, 4.7, and 4.6 constitute a prerequisite for the second.

60000

Figure 4.3: The dependence structure of this chapter.
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ZERO-KNOWLEDGE PROOF SYSTEMS

e In Section 4.10 we discuss non-interactive zero-knowledge proofs. The notion of witness
indistinguishability (defined in Section 4.6) is a prerequisite for the results presented in
Section 4.10.3.1.

e [In Section 4.11 we discuss multi-prover proof systems.

We conclude, as usual, with a miscellaneous section (Section 4.12).

Teaching Tip. The interactive proof system for Graph Non-Isomorphism (presented
in Section 4.2) and the zero-knowledge proof of Graph Isomorphism (presented in
Section 4.3) are merely illustrative examples. Thus, one should avoid analyzing those
examples in detail.

4.1. Zero-Knowledge Proofs: Motivation

An archetypical cryptographic problem consists of providing mutually distrustful par-
ties with a means of disclosing (predetermined) “pieces of information.” It refers to
settings in which parties posses secrets, and they wish to reveal parts of these secrets.
The secrets are fully or partially determined by some publicly known information, and
so it makes sense to talk about revealing the correct value of the secret. The question is
how to allow verification of newly revealed parts of the secret without disclosing other
parts of the secret. To clarify the issue, let us consider a specific example.

Suppose that all users in a system keep backups of their entire file systems,
encrypted using their secret keys, in publicly accessible storage media. Suppose
that at some point, one user, called Alice, wishes to reveal to another user, called
Bob, the cleartext of some record in one of her files (which appears in her backup).
A trivial “solution” is for Alice simply to send the (cleartext) record to Bob. The
problem with this “solution” is that Bob has no way of verifying that Alice has
really sent him the true record (as appearing encrypted in her public backup),
rather than just sending him an arbitrary record. Alice could prove that she sent
the correct record simply by revealing to Bob her secret key. However, doing so
would reveal to Bob the contents of all her files, which is certainly something that
Alice does not want. The question is whether or not Alice can convince Bob
that she has indeed revealed the correct record without yielding any additional
“knowledge.”

An analogous problem can be phrased formally as follows. Let f be a one-way
permutation and b a hard-core predicate with respect to f. Suppose that one party,
A, has a string x, whereas another party, denoted B, has only f(x). Furthermore,
suppose that A wishes to reveal b(x) to party B, without yielding any further
information. The trivial “solution” is to let A send b(x) to B, but, as explained
earlier, B will have no way of verifying that A has really sent the correct bit
(and not its complement). Party A could indeed prove that it has sent the correct
bit (i.e., b(x)) by sending x as well, but revealing x to B would be much more
than what A originally had in mind. Again, the question is whether or not A can
convince B that it has indeed revealed the correct bit (i.e., b(x)), without yielding
any additional “knowledge.”
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4.1. ZERO-KNOWLEDGE PROOFS: MOTIVATION

In general, the question is whether or not it is possible to prove a statement without
vielding anything beyond its validity. Such proofs, whenever they exist, are called
zero-knowledge, and they play a central role in the construction of “cryptographic”
protocols.

Loosely speaking, zero-knowledge proofs are proofs that yield nothing (i.e., “no
knowledge”) beyond the validity of the assertion. In the rest of this introductory section,
we discuss the notion of a “proof” and a possible meaning of the phrase “yield nothing
(i.e., no knowledge) beyond something.”

4.1.1. The Notion of a Proof

A proof is whatever convinces me.
Shimon Even, answering a student’s question
in his graph-algorithms class (1978)

We discuss the notion of a proof with the intention of uncovering some of its underlying
aspects.

4.1.1.1. A Static Object versus an Interactive Process

Traditionally in mathematics, a “proof” is a fixed sequence consisting of statements
that either are self-evident or are derived from previous statements via self-evident
rules. Actually, it is more accurate to replace the phrase “self-evident” with the phrase
“commonly agreed.” In fact, in the formal study of proofs (i.e., logic), the commonly
agreed statements are called axioms, whereas the commonly agreed rules are referred
to as derivation rules. We wish to stress two properties of mathematical proofs:

1. Proofs are viewed as fixed objects.

2. Proofs are considered at least as fundamental as their consequences (i.e., the theorems).

However, in other areas of human activity, the notion of a “proof”” has a much wider
interpretation. In particular, a proof is not a fixed object, but rather a process by which
the validity of an assertion is established. For example, withstanding cross-examination
in court can yield what can be considered a proof in law, and failure to provide an
adequate answer to a rival’s claim is considered a proof in philosophical, political, and
sometimes even technical discussions. In addition, in many real-life situations, proofs
are considered secondary (in importance) to their consequences.

To summarize, in “canonical” mathematics, proofs have a static nature (e.g., they
are “written”), whereas in real-life situations proofs have a dynamic nature (i.e., they
are established via an interaction). A dynamic interpretation of the notion of a proof is
more appropriate to our setting, in which proofs are used as tools (i.e., sub-protocols)
inside “cryptographic” protocols. Furthermore, a dynamic interpretation (at least in a
weak sense) is essential to the non-triviality of the notion of a zero-knowledge proof.

4.1.1.2. Prover and Verifier

The notion of a prover is implicit in all discussions of proofs, be it in mathematics or
in real-life situations: The prover is the (sometimes hidden or transcendental) entity

187

Downloaded from https:/www.cambridge.org/core. ETH-Bibliothek, on 22 Mar 2017 at 13:28:33, subject to the Cambridge Core terms of use
, available at https:/www.cambrdgmbgidge/ Books @rline @ Cambridge binbeersitysPress, 2009


https:/www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511546891.005
https:/www.cambridge.org/core

ZERO-KNOWLEDGE PROOF SYSTEMS

providing the proof. In contrast, the notion of a verifier tends to be more explicit in such
discussions, which typically emphasize the verification process, or in other words the
role of the verifier. Both in mathematics and in real-life situations, proofs are defined
in terms of the verification procedure. The verification procedure is considered to be
relatively simple, and the burden is placed on the party/person supplying the proof (i.e.,
the prover).

The asymmetry between the complexity of the verification task and the complexity
of the theorem-proving task is captured by the complexity class AP, which can be
viewed as a class of proof systems. Each language L € NP has an efficient verification
procedure for proofs of statements of the form “x € L.” Recall that each L € NP is
characterized by a polynomial-time-recognizable relation R; such that

L={x:3yst.(x,y) € R}

and (x, y) € R, only if |y| < poly(|x|). Hence, the verification procedure for member-
ship claims of the form “x € L” consists of applying the (polynomial-time) algorithm
for recognizing R; to the claim (encoded by) x and a prospective proof, denoted y. Any
y satisfying (x, y) € R, is considered a proof of membership of x € L. Thus, correct
statements (i.e., x € L) and only these have proofs in this proof system. Note that the
verification procedure is “easy” (i.e., polynomial-time), whereas coming up with proofs
may be “difficult” (if indeed /P is not contained in BPP).

It is worthwhile to note the “distrustful attitude” toward the prover that underlies any
proof system. If the verifier trusts the prover, then no proof is needed. Hence, whenever
discussing a proof system, one considers a setting in which the verifier is not trusting
the prover and furthermore is skeptical of anything the prover says.

4.1.1.3. Completeness and Soundness

Two fundamental properties of a proof system (i.e., a verification procedure) are its
soundness (or validity) and completeness. The soundness property asserts that the ver-
ification procedure cannot be “tricked” into accepting false statements. In other words,
soundness captures the verifier’s ability to protect itself from being convinced of false
statements (no matter what the prover does in order to fool the verifier). On the other
hand, completeness captures the ability of some prover to convince the verifier of true
statements (belonging to some predetermined set of true statements). Note that both
properties are essential to the very notion of a proof system.

We remark here that not every set of true statements has a “reasonable” proof sys-
tem in which each of those statements can be proved (while no false statement can be
“proved”). This fundamental fact is given precise meaning in results such as Gdodel’s
Incompleteness Theorem and Turing’s theorem regarding the undecidability of the
Halting Problem. We stress that in this chapter we confine ourselves to the class of
sets (of valid statements) that do have “efficient proof systems.” In fact, Section 4.2 is
devoted to discussing and formulating the concept of “efficient proof systems.” Jump-
ing ahead, we hint that the efficiency of a proof system will be associated with the
efficiency of its verification procedure.
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4.1. ZERO-KNOWLEDGE PROOFS: MOTIVATION

4.1.2. Gaining Knowledge

Recall that we have motivated zero-knowledge proofs as proofs by which the verifier
gains “no knowledge” (beyond the validity of the assertion). The reader may rightfully
wonder what knowledge is and what a gain in knowledge is. When discussing zero-
knowledge proofs, we avoid the first question (which is quite complex) and treat the
second question directly. Namely, without presenting a definition of knowledge, we
present a generic case in which it is certainly justified to say that no knowledge is
gained. Fortunately, this approach seems to suffice as far as cryptography is concerned.

To motivate the definition of zero-knowledge, consider a conversation between two
parties, Alice and Bob. Assume first that this conversation is unidirectional; specifi-
cally, Alice only talks, and Bob only listens. Clearly, we can say that Alice gains
no knowledge from the conversation. On the other hand, Bob may or may not gain
knowledge from the conversation (depending on what Alice says). For example,
if all that Alice says is “l1 4 1 = 2,” then clearly Bob gains no knowledge from
the conversation, because he already knows that fact. If, on the other hand, Alice
reveals to Bob a proof that P # NP, then he certainly gains knowledge from the
conversation.

To give a better flavor of the definition, we now consider a conversation between
Alice and Bob in which Bob asks Alice questions about a large graph (that is known
to both of them). Consider first the case in which Bob asks Alice whether or not
the graph' is Eulerian. Clearly, Bob gains no knowledge from Alice’s answer, be-
cause he could easily have determined the answer by himself (by running a linear-
time decision procedure?). On the other hand, if Bob asks Alice whether or not the
graph is Hamiltonian, and Alice (somehow) answers this question, then we cannot
say that Bob has gained no knowledge (because we do not know of an efficient pro-
cedure by which Bob could have determined the answer by himself, and assuming
P +£ NP, no such efficient procedure exists). Hence, we say that Bob has gained
knowledge from the interaction if his computational ability, concerning the publicly
known graph, has increased (i.e., if after the interaction he can easily compute some-
thing that he could not have efficiently computed before the interaction). On the other
hand, if whatever Bob can efficiently compute about the graph after interacting with
Alice he can also efficiently compute by himself (from the graph), then we say that
Bob has gained no knowledge from the interaction. That is, Bob gains knowledge
only if he receives the result of a computation that is infeasible for him. The question
of how Alice could conduct this infeasible computation (e.g., answer Bob’s ques-
tion of whether or not the graph is Hamiltonian) has been ignored thus far. Jumping
ahead, we remark that Alice may be a mere abstraction or may be in possession
of additional hints that enable her to efficiently conduct computations that are other-
wise infeasible (and in particular are infeasible for Bob, who does not have these
hints).

I'See Footnote 13.
2For example, by relying on Euler’s theorem, which asserts that a graph is Eulerian if and only if it is connected
and all its vertices have even degrees.
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Knowledge versus Information

We wish to stress that knowledge (as discussed here) is very different from informa-
tion (in the sense of information theory). Two major aspects of the difference are as
follows:

1. Knowledge is related to computational difficulty, whereas information is not. In the
foregoing examples, there is a difference between the knowledge revealed in the case in
which Alice answers questions of the form “Is the graph Eulerian?”” and the case in which
she answers questions of the form “Is the graph Hamiltonian?” From an information-
theory point of view there is no difference between the two cases (i.e., in each case the
answer is determined by the question, and so Bob gets no information).

2. Knowledge relates mainly to publicly known objects, whereas information relates mainly
to objects on which only partial information is publicly known. Consider the case in
which Alice answers each question by flipping an unbiased coin and telling Bob the
outcome. From an information-theoretic point of view, Bob gets from Alice information
concerning an event. However, we say that Bob gains no knowledge from Alice, because
he could toss coins by himself.

4.2. Interactive Proof Systems

In this section we introduce the notion of an interactive proof system and present a
non-trivial example of such a system (specifically to claims of the form “the following
two graphs are not isomorphic”). The presentation is directed toward the introduction
of zero-knowledge interactive proofs. Interactive proof systems are interesting for their
own sake and have important complexity-theoretic applications.?

4.2.1. Definition

The definition of an interactive proof system refers explicitly to the two computational
tasks related to a proof system: “producing” a proof and verifying the validity of a
proof. These tasks are performed by two different parties, called the prover and the
verifier, which interact with one another. In some cases, the interaction may be very
simple and, in particular, unidirectional (i.e., the prover sends a text, called the proof,
to the verifier). In general, the interaction may be more complex and may take the
form of the verifier interrogating the prover. We start by defining such an interrogation
process.

4.2.1.1. Interaction

Interaction between two parties is defined in the natural manner. The only point worth
noting is that the interaction is parameterized by a common input (given to both parties).
In the context of interactive proof systems, the common input represents the statement
to be proved. We first define the notion of an interactive machine and next the notion

3See the suggestions for further reading at the end of the chapter.
190

Downloaded from https:/www.cambridge.org/core. ETH-Bibliothek, on 22 Mar 2017 at 13:28:33, subject to the Cambridge Core terms of use
, available at https:/www.cambrdgmbgidge/ Books @rline @ Cambridge binbeersitysPress, 2009


https:/www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511546891.005
https:/www.cambridge.org/core

4.2. INTERACTIVE PROOF SYSTEMS

of interaction between two such machines. The reader may skip to Section 4.2.1.2,
which introduces some important conventions (regarding interactive machines), with
little loss (if any).

Definition 4.2.1 (An Interactive Machine):

® Aninteractive Turing machine (ITM) is a (deterministic) multi-tape Turing ma-
chine. The tapes are a read-only input tape, a read-only random tape, a read-and-
write work tape, a write-only output tape, a pair of communication tapes, and a
read-and-write switch tape consisting of a single cell. One communication tape is
read-only, and the other is write-only.

® FEachITM is associated a single bit o € {0, 1}, called its identity. An ITM is said to
be active, in a configuration, if the content of its switch tape equals the machine’s
identity. Otherwise the machine is said to be idle. While being idle, the state of the
machine, the locations of its heads on the various tapes, and the contents of the
writable tapes of the ITM are not modified.

® The content of the input tape is called input, the content of the random tape is
called random input, and the content of the output tape at termination is called
output. The content written on the write-only communication tape during a (time)
period in which the machine is active is called the message sent at that period.
Likewise, the content read from the read-only communication tape during an active
period is called the message received (at that period).

(Without loss of generality, the machine movements on both communication

tapes are in only one direction, e.g., from left to right.)

This definition, taken by itself, seems quite non-intuitive. In particular, one may say that
once being idle, the machine will never become active again. One may also wonder as to
what is the point of distinguishing the read-only communication tape from the input tape
(and respectively distinguishing the write-only communication tape from the output
tape). The point is that we are never going to consider a single interactive machine,
but rather a pair of machines combined together such that some of their tapes coincide.
Intuitively, the messages sent by one interactive machine are received by a second
machine that shares its communication tapes (so that the read-only communication
tape of one machine coincides with the write-only tape of the other machine). The
active machine may become idle by changing the content of the shared switch tape, and
when it does so, the other machine (having opposite identity) will become active. The
computation of such a pair of machines consists of the machines alternately sending
messages to one another, based on their initial (common) input, their (distinct) random
inputs, and the messages each machine has received thus far.

Definition 4.2.2 (Joint Computation of Two ITMs):

® Two interactive machines are said to be linked if they have opposite identities, their
input tapes coincide, their switch tapes coincide, and the read-only communication
tape of one machine coincides with the write-only communication tape of the other
machine, and vice versa. We stress that the other tapes of both machines (i.e., the
random tape, the work tape, and the output tape) are distinct.
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ZERO-KNOWLEDGE PROOF SYSTEMS

e The joint computation of a linked pair of ITMs, on a common input x, is a
sequence of pairs representing the local configurations of both machines. That
is, each pair consists of two strings, each representing the local configuration of
one of the machines. In each such pair of local configurations, one machine (not
necessarily the same one) is active, while the other machine is idle. The first pair
in the sequence consists of initial configurations corresponding to the common
input x, with the content of the switch tape set to zero.

® [fone machine halts while the switch tape still holds its identity, then we say that
both machines have halted. The outputs of both machines are determined at that
time.

At this point, the reader may object to this definition, saying that the individual
machines are deprived of individual local inputs (whereas they are given individual
and unshared random tapes). This restriction is removed in Section 4.2.4, and in fact
allowing individual local inputs (in addition to the common shared input) is quite
important (at least as far as practical purposes are concerned). Yet, for a first presentation
of interactive proofs, as well as for demonstrating the power of this concept, we prefer
the foregoing simpler definition. On the other hand, the convention of individual random
tapes is essential to the power of interactive proofs (see Exercise 4).

4.2.1.2. Conventions Regarding Interactive Machines

Typically, we consider executions in which the content of the random tape of each
machine is uniformly and independently chosen (among all infinite bit sequences). The
convention of having an infinite sequence of internal coin tosses should not bother the
reader, because during a finite computation only a finite prefix is read (and matters).
The content of each of these random tapes can be viewed as internal coin tosses of
the corresponding machine (as in the definition of ordinary probabilistic machines
presented in Chapter 1). Hence, interactive machines are in fact probabilistic.

Notation. Let A and B be a linked pair of ITMs, and suppose that all possible inter-
actions of A and B on each common input terminate in a finite number of steps. We
denote by (A, B)(x) the random variable representing the (local) output of B when in-
teracting with machine A on common input x, when the random input to each machine
is uniformly and independently chosen. (Indeed, this definition is asymmetric, since it
considers only B’s output.)

Another important convention is to consider the time-complexity of an interactive
machine as a function of only its input’s length.

Definition 4.2.3 (The Complexity of an Interactive Machine): We say that an
interactive machine A has time-complexity ¢ : N — N if for every interactive
machine B and every string x, it holds that when interacting with machine B, on
common input x, machine A always (i.e., regardless of the content of its random
tape and B’s random tape) halts within t(|x|) steps. In particular, we say that A is
polynomial-time if there exists a polynomial p such that A has time-complexity p.
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4.2. INTERACTIVE PROOF SYSTEMS

We stress that the time-complexity, so defined, is independent of the content of the
messages that machine A receives. In other words, it is an upper bound that holds for
all possible incoming messages (as well as all internal coin tosses). In particular, an
interactive machine with time-complexity 7(-) may read, on input x, only a prefix of
total length #(|x|) of the messages sent to it.

4.2.1.3. Proof Systems

In general, proof systems are defined in terms of the verification procedure (which can
be viewed as one entity, called the verifier). A “proof” for a specific claim is always
considered as coming from the outside (which can be viewed as another entity, called
the prover). The verification procedure itself does not generate “proofs,” but merely
verifies their validity. Interactive proof systems are intended to capture whatever can
be efficiently verified via interaction with the outside. In general, the interaction with
the outside can be very complex and may consist of many message exchanges, as long
as the total time spent by the verifier is polynomial (in the common input).

Our choice to consider probabilistic polynomial-time verifiers is justified by the
association of efficient procedures with probabilistic polynomial-time algorithms. Fur-
thermore, the verifier’s verdict of whether to accept or reject the claim is probabilistic,
and a bounded error probability is allowed. (Jumping ahead, we mention that the error
can be decreased to be negligible by repeating the verification procedure sufficiently
many times.)

Loosely speaking, we require that the prover be able to convince the verifier of
the validity of true statements, while nobody can fool the verifier into believing false
statements. Both conditions are given a probabilistic interpretation: It is required that
the verifier accept valid statements with “high” probability, whereas the probability
that it will accept a false statement is “low” (regardless of the machine with which the
verifier interacts). In the following definition, the verifier’s output is interpreted as its
decision on whether to accept or reject the common input. Output 1 is interpreted as
“accept,” whereas output O is interpreted as “reject.”

Definition 4.2.4 (Interactive Proof System): A pair of interactive machines
(P, V) is called an interactive proof system for a language L if machine V is
polynomial-time and the following two conditions hold:

e Completeness: For every x € L,

2
Pri(P, V)(x) = 1] = 3
e Soundness: For every x & L and every interactive machine B,
1
Pri(B, V)(x) = 1] < 3

Some remarks are in order. We first stress that the soundness condition refers to all poten-
tial “provers,” whereas the completeness condition refers only to the prescribed prover
P. Second, the verifier is required to be a (probabilistic) polynomial-time machine, but
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ZERO-KNOWLEDGE PROOF SYSTEMS

no resource bounds are placed on the computing power of the prover (in either com-
pleteness or soundness conditions). Third, as in the case of BPP, the error probability
in the foregoing definition can be made exponentially small by repeating the interaction
(polynomially) many times.

Every language in AP has an interactive proof system. Specifically, let L € NP,
and let R; be a witness relation associated with the language L (i.e., R is recognizable
in polynomial time, and L equals the set {x : 3y s.t. |y| = poly(|x]) A (x,y) € R.}).
Then an interactive proof for the language L consists of a prover that on input x € L
sends a witness y (as before), and a verifier that upon receiving y (on common input x)
outputs 1 if |y| = poly(]x]) and (x, y) € R, (and outputs O otherwise). Clearly, when
interacting with the prescribed prover, this verifier will always accept inputs in the
language. On the other hand, no matter what a cheating “prover” does, this verifier will
never accept inputs not in the language. We point out that in this specific proof system,
both parties are deterministic (i.e., make no use of their random tapes). It is easy to see
that only languages in AP have interactive proof systems in which both parties are
deterministic (see Exercise 2).

In other words, NP can be viewed as a class of interactive proof systems in which
the interaction is unidirectional (i.e., from the prover to the verifier) and the verifier
is deterministic (and never errs). In general interactive proofs, both restrictions are
waived: The interaction is bidirectional, and the verifier is probabilistic (and may err,
with some small probability). Both bidirectional interaction and randomization seem
essential to the power of interactive proof systems (see Exercise 2).

Definition 4.2.5 (The Class ZP): The class I'P consists of all languages having
interactive proof systems.

By the foregoing discussion, NP C ZP. Because languages in BPP can be viewed
as each having a verifier that decides on membership without any interaction, it follows
that BPP UNP C ZP. We remind the reader that it is not known whether or not
BPP < N'P.

We next show that the definition of the class Z'P remains invariant if we replace the
(constant) bounds in the completeness and soundness conditions with two functions
c,s: N — [0, 1] satisfying c(n) < 1 — 27PN g(n) > 27PN®™ and c(n) > s(n) +
m. Namely, we consider the following generalization of Definition 4.2.4.
Definition 4.2.6 (Generalized Interactive Proof): Let c, s : N — R be func-
tions satisfying c(n) > s(n) + ﬁfor some polynomial p(-). An interactive pair
(P, V) is called a (generalized) interactive proof system for the language L, with
completeness bound c(-) and soundness bound s(-), if

® (modified) completeness: for every x € L,
Pr(P, V)(x) = 1] = c(|x|)
* (modified) soundness: for every x &€ L and every interactive machine B,
Pri(B, V)(x) = 1] < s(|x])
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4.2. INTERACTIVE PROOF SYSTEMS

The function g(-) defined as g(n) & c(n) — s(n) is called the acceptance gap of
(P, V), and the function e(-), defined as e(n) &f max{l — c(n), s(n)}, is called
the error probability of (P, V). In particular, s is the soundness error of (P, V),
and 1 — c is its completeness error.

We stress that c is a lower bound, whereas s is an upper bound.

Proposition 4.2.7: The following three conditions are equivalent:

1. L € IT'P. Namely, there exists an interactive proof system, with completeness bound

% and soundness bound %, for the language L.

2. L has very strong interactive proof systems: For every polynomial p(-), there exists
an interactive proof system for the language L, with error probability bounded
above by 2770,

3. L has a very weak interactive proof: There exists a polynomial p(-) and a gener-
alized interactive proof system for the language L, with acceptance gap bounded
below by 1/ p(-). Furthermore, completeness and soundness bounds for this sys-
tem, namely, the values c(n) and s(n), can be computed in time polynomial in n.

Clearly, either of the first two items implies the third one (including the requirement for
efficiently computable bounds). The ability to efficiently compute completeness and
soundness bounds is used in proving the opposite (non-trivial) direction. The proof is
left as an exercise (i.e., Exercise 1).

4.2.2. An Example (Graph Non-Isomorphism in ZP)

All examples of interactive proof systems presented thus far have been degenerate
(e.g., the interaction, if any, has been unidirectional). We now present an example of a
non-degenerate interactive proof system. Furthermore, we present an interactive proof
system for a language not known to be in BPP U N'P. Specifically, the language is the
set of pairs of non-isomorphic graphs, denoted GN I. The idea underlying this proof
system is presented through the following story:

Petra von Kant claims that Goldstar* beer in large bottles tastes different than
Goldstar beer in small bottles. Virgil does not believe her. To prove her claim,
Petra and Virgil repeat the following process a number of times sufficient to
convince Virgil beyond reasonable doubt.

Virgil selects at random either a large bottle or a small one and pours some
beer into a tasting glass, without Petra seeing which bottle he uses. Virgil then
hands Petra the glass and asks her to tell which of the bottles he has used.

If Petra never errs in her answers, then Virgil is convinced of the validity of
her claim. (In fact, he should be convinced even if she answers correctly with
probability substantially larger than 50%, because if the beer tastes the same

4Goldstar is an Israeli beer, available in 330-ml and 500-ml bottles. Actually, the story traces back to Athena’s
claim regarding jars of nectar, which was contested by Zeus himself. Unfortunately, Ovid does not tell the outcome
of their interaction.
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ZERO-KNOWLEDGE PROOF SYSTEMS

regardless of the bottle, then there would be no way for Petra to guess correctly
with probability higher than 50% which bottle was used.)

‘We now get back to the formal exposition. Let us first define the language in focus: Two
graphs,” G, = (Vy, E) and G, = (V,, E»), are called isomorphic if there exists a 1-1
and onto mapping, , from the vertex set V; to the vertex set V; such that (u, v) € E;
if and only if (7 (v), m(u)) € E,. The mapping r, if it exists, is called an isomorphism
between the graphs. The set of pairs of non-isomorphic graphs is denoted by GN 1.

Construction 4.2.8 (An Interactive Proof System for Graph Non-
Isomorphism):

e Common input: A pair of two graphs, G| = (Vy, E) and G, = (Va, E,). Suppose,
without loss of generality, that Vi = {1, 2, ..., |Vi|}, and similarly for V,.

o Verifier’s first step (V1): The verifier selects at random one of the two input graphs
and sends to the prover a random isomorphic copy of this graph. Namely, the
verifier selects uniformly o € {1, 2} and a random permutation w from the set of
permutations over the vertex set V. The verifier constructs a graph with vertex
set V, and edge set

FE{Gr(uw), m(v) : (u,v) € Eq)
and sends (V,, F) to the prover.

® Motivating remark: If the input graphs are non-isomorphic, as the prover claims,
then the prover should be able to distinguish (not necessarily by an efficient proce-
dure) isomorphic copies of one graph from isomorphic copies of the other graph.
However, if the input graphs are isomorphic, then a random isomorphic copy of
one graph will be distributed identically to a random isomorphic copy of the other
graph.

e Prover’s first step (P1): Upon receiving a graph G' = (V', E') from the verifier, the
prover finds t € {1, 2} such that the graph G' is isomorphic to the input graph G ..
(Ifbotht = 1 andr = 2 satisfy the condition, then t is selected arbitrarily. In case
no t € {1, 2} satisfies the condition, t is set to 0.) The prover sends t to the verifier.

e Verifier’s second step (V2): If the message t received from the prover equals o
(chosen in Step V1), then the verifier outputs 1 (i.e., accepts the common input).
Otherwise the verifier outputs 0 (i.e., rejects the common input).

This verifier program is easily implemented in probabilistic polynomial time. We do not
know of a probabilistic polynomial-time implementation of the prover’s program, but
this is not required. We shall now show that the foregoing pair of interactive machines
constitutes an interactive proof system (in the general sense) for the language GN I
(Graph Non-Isomorphism).

Proposition 4.2.9: The language GN1 is in the class TP. Furthermore, the
programs specified in Construction4.2.8 constitute a generalized interactive proof
system for GN I, with completeness bound 1 and soundness bound % Namely:

3See footnote 13.
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1. If G| and G, are not isomorphic (i.e., (G, Gy) € GN ), then the verifier always
accepts (when interacting with the prover).

2. If Gy and G, are isomorphic (i.e., (G, G2) € GN1), then no matter with what
machine the verifier interacts, it rejects the input with probability at least %

Proof: Clearly, if G, and G, are not isomorphic, then no graph can be isomorphic
to both G and G,. It follows that there exists a unique t such that the graph G’
(received by the prover in Step P1) is isomorphic to the input graph G, . Hence, t
found by the prover in Step P1 always equals o chosen in Step V1. Part 1 follows.

On the other hand, if G and G, are isomorphic, then the graph G’ is isomorphic
to both input graphs. Furthermore, we shall show that in this case the graph G’
yields no information about o, and consequently no machine can (on input G,
G, and G’) set T such that it will equal o with probability greater than % Details
follow.

Let 7 be a permutation on the vertex set of a graph G = (V, E). We denote by
7 (G) the graph with vertex set V and edge set {(w(«), m(v)) : (4, v) € E}. Let
& be a random variable uniformly distributed over {1, 2}, and let IT be a random
variable uniformly distributed over the set of permutations on V. We stress that
these two random variables are independent. We are interested in the distribution
of the random variable IT(G;). We are going to show that although IT(G¢) is
determined by the random variables IT and &, the random variables & and IT(G¢)
are statistically independent. In fact, we show the following:

Claim 4.2.9.1: If the graphs G| and G, are isomorphic, then for every graph G’
that is isomorphic to G (and G,), it holds that

/ / 1
Pr[SZIIH(Gs)ZG]ZPr[€=2|H(Gs)=G]=5

Proof: We first claim that the sets S &f {r:71(Gy)=G'} and S, oo
{7 : m(G,) = G’} are of the same cardinality. This follows from the observa-
tion that there is a 1-1 and onto correspondence between the set S; and the set
S, (the correspondence is given by the isomorphism between the graphs G and

G»). Hence,
Pr[l1(G¢) = G'| £ = 1] = Pr[I1(G)) = G]
= PI’[H € S
= PI’[H € 5]
= PrlII(G¢) = G'|§ =2]
Using Bayes’ rule, the claim follows. [
Intuitively, Claim 4.2.9.1 says that for every pair (G, G,) of isomorphic graphs,
the random variable I1(G¢) yields no information on &, and so no prover can
fool the verifier into accepting with probability greater than % Specifically, we let

R be an arbitrary randomized process (representing a possible cheating-prover
strategy that depends on (G, G,)) that given the verifier’'s message in Step V1
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ZERO-KNOWLEDGE PROOF SYSTEMS

tries to guess the value of £. Then, R(I1(G¢)) = & represents the event in which
the verifier accepts, and we have

PrIR(TI(G;)) = &1 =Y Prll(Gy) = G'1- PrIR(G)) = £ | TI(G:) = G']

G’

Using Claim 4.2.9.1 for the third equality, we have (for any G’ in the support of
[1(Ge)):

PrIR(G) =& |TI(G:) = G'1= ) PrR(G) =v&& =v|(G;) = G']

=Y Pr[R(G) = v] - Pr[§ = v|TI(G;) = G']

> PrR(G") = v] - Pr[§ = v]

ve{l,2}
_ Pr[R(G) € {1,2}]
o 2
1
< —
)

with equality in case R always outputs an element in the set {1, 2}. Part 2 of the
proposition follows. H

Remarks Concerning Construction 4.2.8. In the proof system of Construction 4.2.8,
the verifier always accepts inputs in the language (i.e., the completeness error equals
zero). The fact that GNI € 7P, whereas it is not known whether or not GNI € NP,
is an indication of the power of interaction and randomness in the context of theorem-
proving. Finally, we note that it is essential that the prover not know the outcome of the
verifier’s internal coin tosses. For a wider perspective on these issues, see the following
advanced subsection.

4.2.3* The Structure of the Class ZP

In continuation to the foregoing remarks, we briefly discuss several aspects regarding
the “proving power” of interactive proof systems.

1. The completeness and soundness bounds: All interactive proof systems presented in this
book happen to have perfect completeness; that is, the verifier always accepts inputs
IN the language (i.e., the completeness error equals zero). In fact, one can transform
any interactive proof system into an interactive proof system (for the same language) in
which the verifier always accepts inputs in the language.

On the other hand, as shown in Exercise 5, only languages in NP have interactive
proof systems in which the verifier always rejects inputs NOT IN the language (i.e., having
soundness error equal to zero).

2. The privacy of the verifier’s coins: Arthur-Merlin proofs (a.k.a. public-coin proof systems)
are a special case of interactive proofs, where the verifier must send the outcome of any
coin it tosses (and thus need not send any other information). As stated earlier, the
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proof system of Construction 4.2.8 is not of the public-coin type. Yet one can transform
any interactive proof system into a public-coin interactive proof system (for the same
language), while preserving perfect completeness.

3. Which languages have interactive proof systems? (We have ignored this natural question
until now.) It turns out that every language in PSP.ACE has an interactive proof system.
In fact,

IP equals PSPACE

We comment that PSPACE is believed to be much larger than A'P; in particular,
coNP € PSPACE, whereas itis commonly believed that coNP # N'P. Also, because
PSPACE is closed under complementation, so is ZP.

4. Constant-round interactive proofs: Construction 4.2.8 constitutes a constant-round pro-
tocol (i.e., a constant number of messages are sent). In contrast, in the generic interactive
proof system for PSP.ACE, the number of communication rounds is polynomially re-
lated to the input length. We comment that coA P is believed NOT to have constant-round
interactive proofs.

We mention that any language having a constant-round interactive proof system also
has a public-coin interactive proof system in which only two messages are sent: The
latter consists of a random challenge from the verifier that is answered by the prover.
In general, for any function r : N — N, any 2r-round proof system can be transformed
into an r-round proof system (for the same language).

4.2.4. Augmentation of the Model

For purposes that will become more clear in Sections 4.3 and 4.4, we augment the
basic definition of an interactive proof system by allowing each of the parties to have a
private input (in addition to the common input). Loosely speaking, these inputs are used
to capture additional information available to each of the parties. Specifically, when
using interactive proof systems as sub-protocols inside larger protocols, the private
inputs are associated with the local configurations of the machines before entering the
sub-protocol. In particular, the private input of the prover may contain information that
enables an efficient implementation of the prover’s task.

Definition 4.2.10 (Interactive Proof Systems, Revisited):

1. An interactive machine is defined as in Definition 4.2.1, except that the machine
has an additional read-only tape called the auxiliary-input tape. The content of
this tape is called auxiliary input.

2. The complexity of such an interactive machine is still measured as a function of the
(common) input length. Namely, the interactive machine A has time-complexity
t : N — N if for every interactive machine B and every string x, it holds that
when interacting with machine B, on common input x, machine A always (i.e.,
regardless of the content of its random tape and its auxiliary-input tape, as well
as the content of B’s tapes) halts within t(|x|) steps.
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3. We denote by (A(y), B(2))(x) the random variable representing the (local ) output
of B when interacting with machine A on common input x, when the random input
to each machine is uniformly and independently chosen, and A (resp., B) has
auxiliary input y (resp., 7).

4. A pair of interactive machines (P, V) is called an interactive proof system for

a language L if machine V is polynomial-time and the following two conditions
hold:

® Completeness: For every x € L, there exists a string y such that for every

z € {0, 1}%,
2
Pri(P(y), V(@)x)=1] = 3

e Soundness: For every x & L, every interactive machine B, and every y, z €
{0, 1},

Pri{B(y), V(z)(x) = 1] <

W | =

We stress that when saying that an interactive machine is polynomial-time, we mean
that its running time is polynomial in the length of the common input. Consequently, it
is not guaranteed that such a machine has enough time to read its entire auxiliary input.

Teaching Tip. The augmented model of interactive proofs is first used in this book in
Section 4.3.3, where the notion of zero-knowledge is extended to account for a priori in-
formation that the verifier may have. One may thus prefer to present Definition 4.2.10 af-
ter presenting the basic definitions of zero-knowledge, that is, postpone Definition4.2.10
to Section 4.3.3. (However, conceptually speaking, Definition 4.2.10 does belong to
the current section.)

4.3. Zero-Knowledge Proofs: Definitions

In this section we introduce the notion of a zero-knowledge interactive proof system
and present a non-trivial example of such a system (specifically, to claims of the form
“the following two graphs are isomorphic”).

4.3.1. Perfect and Computational Zero-Knowledge

Loosely speaking, we say that an interactive proof system (P, V) for a language L is
zero-knowledge if whatever can be efficiently computed after interacting with P on
inputx € L canalso be efficiently computed from x (without any interaction). We stress
that this holds with respect to any efficient way of interacting with P, not necessarily the
way defined by the verifier program V. Actually, zero-knowledge is a property of the
prescribed prover P. It captures P’s robustness against attempts to gain knowledge by
interacting with it. A straightforward way of capturing the informal discussion follows.
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Let (P, V)beaninteractive proof system for some language L. We say that (P, V),
oractually P, is perfect zero-knowledge if for every probabilistic polynomial-time
interactive machine V* there exists an (ordinary) probabilistic polynomial-time
algorithm M* such that for every x € L the following two random variables are
identically distributed:

e (P, V*)(x) (i.e., the output of the interactive machine V* after interacting with
the interactive machine P on common input x)
® M*(x) (i.e., the output of machine M* on input x)

Machine M* is called a simulator for the interaction of V* with P.

We stress that we require that for every V* interacting with P, not merely for V, there
exists a (“perfect”) simulator M*. This simulator, although not having access to the
interactive machine P, is able to simulate the interaction of V* with P. The fact that
such simulators exist means that V* does not gain any knowledge from P (since the
same output could be generated without any access to P).

The Simulation Paradigm

The foregoing discussion follows a general definitional paradigm that is also used in
other chapters of this book (specifically, in Volume 2). The simulation paradigm postu-
lates that whatever a party can do by itself cannot be considered a gain from interaction
with the outside. The validity of this paradigm is evident, provided we bear in mind
that by “doing” we mean “efficiently doing” something (and more so if the complexity
of “doing it alone” is tightly related to the complexity of “doing it after interaction with
the outside”).® Admittedly, failure to provide a simulation of an interaction with the
outside does NOT necessarily mean that this interaction results in some “real gain” (in
some intuitive sense). Yet what matters is that any “real gain” can NOT occur whenever
we are able to present a simulation. In summary, the approach underlying the simula-
tion paradigm may be overly cautious, but it is certainly valid. (Furthermore, to say the
least, it seems much harder to provide a robust definition of “real gain.”)

Trivial Cases. Note that every language in BPP has a perfect zero-knowledge proof
system in which the prover does nothing (and the verifier checks by itself whether
to accept or reject the common input). To demonstrate the zero-knowledge property
of this “dummy prover,” one can present for every verifier V* a simulator M* that is
essentially identical to V* (except that the communication tapes of V*, which are never
used, are considered as ordinary work tapes of M™).

4.3.1.1. Perfect Zero-Knowledge

Unfortunately, the preceding formulation of (perfect) zero-knowledge is slightly too
strict (at least as far as we know).” We relax the formulation by allowing the simulator
to fail, with bounded probability, to produce an interaction.

6See the discussion of knowledge tightness in Section 4.4.4.2.

TThat is, we do not know of any non-trivial case in which that requirement is satisfied. In contrast, non-
trivial cases satisfying the relaxed definition given next are known, and we actually present one (i.e., a perfect
zero-knowledge proof for Graph Isomorphism).
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Definition 4.3.1 (Perfect Zero-Knowledge): Let (P, V) be an interactive proof
system for some language L. We say that (P, V') is perfect zero-knowledge if for
every probabilistic polynomial-time interactive machine V* there exists a prob-
abilistic polynomial-time algorithm M* such that for every x € L the following
two conditions hold:

1. With probability at most % on input x, machine M™* outputs a special symbol
denoted 1 (i.e., PrIM*(x) = 1] < %).

2. Let m*(x) be a random variable describing the distribution of M*(x) con-
ditioned on M*(x) # L (i.e, Pr[m*(x) =«a] =Pr[M*(x) =a | M*(x) # 1]
for every o € {0, 1}*). Then the following random variables are identically
distributed:

o (P, V*)(x) (i.e., the output of the interactive machine V* after interacting with
the interactive machine P on common input x)
* m*(x) (i.e., the output of machine M* on input x, conditioned on not being 1)

Machine M* is called a perfect simulator for the interaction of V* with P.

Condition 1 can be replaced by a stronger condition requiring that M* output the special
symbol (i.e., L) only with negligible probability. For example, one can require that (on
input x) machine M* will output L with probability bounded above by 2=7(*D_ for any
polynomial p(-); see Exercise 6. Consequently, the statistical difference between the
random variables (P, V*)(x) and M*(x) can be made negligible (in | x|); see Exercise 8.
Hence, whatever the verifier efficiently computes after interacting with the prover can
be efficiently computed (with only an extremely small error) by the simulator (and
hence by the verifier himself).

4.3.1.2. Computational Zero-Knowledge

Following the spirit of Chapter 3, we observe that for practical purposes there is no need
to be able to “perfectly simulate” the output of V* after it interacts with P. Instead,
it suffices to generate a probability distribution that is computationally indistinguish-
able from the output of V* after it interacts with P. The relaxation is consistent with
our original requirement that “whatever can be efficiently computed after interacting
with P on input x € L can also be efficiently computed from x (without any interac-
tion),” the reason being that we consider computationally indistinguishable ensembles
as being the same. Before presenting the relaxed definition of general zero-knowledge,
we recall the definition of computationally indistinguishable ensembles (see Item 2 in
Definition 3.2.2). Here we consider ensembles indexed by strings from a language L.
We say that the ensembles {R, },<; and {S, },c; are computationally indistinguishable
if for every probabilistic polynomial-time algorithm D, for every polynomial p(-), and
for all sufficiently long x € L, it holds that

IPr[D(x, R,) = 1] — Pr[D(x, S,) = 1]| <

p(x|)
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Definition 4.3.2 (Computational Zero-Knowledge): Let (P, V) be an interac-
tive proof system for some language L. We say that (P, V') is computational zero-
knowledge (or just zero-knowledge) if for every probabilistic polynomial-time
interactive machine V* there exists a probabilistic polynomial-time algorithm M*
such that the following two ensembles are computationally indistinguishable:

o {(P,V*Y(x)}reL (i.e., the output of the interactive machine V* after it interacts
with the interactive machine P on common input x)
o {M*(x)}reL (i.e., the output of machine M* on input x)

Machine M* is called a simulator for the interaction of V* with P.

The reader can easily verify (see Exercise 9) that allowing the simulator to output the
special symbol L (with probability bounded above by, say, %) and considering the
conditional output distribution (as done in Definition 4.3.1) does not add to the power
of Definition 4.3.2.

The Scope of Zero-Knowledge. We stress that both definitions of zero-knowledge
apply to interactive proof systems in the general sense (i.e., having any noticeable gap
between the acceptance probabilities for inputs inside and outside the language). In fact,
the definitions of zero-knowledge apply to any pair of interactive machines (actually
to each interactive machine): Namely, we can say that the interactive machine A is
zero-knowledge on L if whatever can be efficiently computed after the interaction with
A on common input x € L can also be efficiently computed from x itself.

4.3.1.3. An Alternative Formulation of Zero-Knowledge

An alternative formulation of zero-knowledge considers the verifier’s view of the inter-
action with the prover, rather than only the output of the verifier after such an interaction.
By the “verifier’s view of the interaction” we mean the entire sequence of the local con-
figurations of the verifier during an interaction (execution) with the prover. Clearly, it
suffices to consider only the content of the random tape of the verifier and the sequence
of messages that the verifier has received from the prover during the execution (since
the entire sequence of local configurations and the final output are determined by those
objects).

Definition 4.3.3 (Zero-Knowledge, Alternative Formulation): Let (P, V), L,
and V* be as in Definition 4.3.2. We denote by Viewe*(x) a random variable
describing the content of the random tape of V* and the messages V* receives
from P during a joint computation on common input x. We say that (P, V') is zero-
knowledge if for every probabilistic polynomial-time interactive machine V*
there exists a probabilistic polynomial-time algorithm M* such that the ensembles
{ViCWC*(x)}XeL and {M*(x)},¢ are computationally indistinguishable.

A few remarks are in order. First, note that Definition 4.3.3 is obtained from
Definition 4.3.2 by replacing (P, V*)(x) with view{.(x). The simulator M* used in
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ZERO-KNOWLEDGE PROOF SYSTEMS

Definition 4.3.3 is related to but not equal to the simulator used in Definition 4.3.2 (yet
this fact is not reflected in the text of those definitions). Clearly, (P, V*)(x) can be
computed in (deterministic) polynomial time from view®,.(x) for each V*. Although
that is not always true for the opposite direction, Definition 4.3.3 is equivalent to Def-
inition 4.3.2 (by virtue of the universal quantification on the V*’s; see Exercise 10).
The latter fact justifies the use of Definition 4.3.3, which is more convenient to work
with, although it seems less natural than Definition 4.3.2. An analogous alternative
formulation of perfect zero-knowledge can be obtained from Definition 4.3.1 and is
clearly equivalent to it.

4.3.1.4. Almost-Perfect (Statistical) Zero-Knowledge

A less drastic (than computational zero-knowledge) relaxation of the notion of perfect
zero-knowledge is the following:

Definition 4.3.4 (Almost-Perfect (Statistical) Zero-Knowledge): Ler (P, V) be
an interactive proof system for some language L. We say that (P, V) is almost-
perfect zero-knowledge (or statistical zero-knowledge) if for every probabilistic
polynomial-time interactive machine V* there exists a probabilistic polynomial-
time algorithm M* such that the following two ensembles are statistically close
as functions of |x|:

o {(P,V*Y(x)}reL (i.e., the output of the interactive machine V* after it interacts
with the interactive machine P on common input x)
o {M*(x)}reL (i.e., the output of machine M* on input x).

That is, the statistical difference between (P, V*)(x) and M*(x) is negligible in
terms of |x|.

As in the case of computational zero-knowledge, allowing the simulator to output the
symbol _L (with probability bounded above by, say, %) and considering the conditional
output distribution (as done in Definition 4.3.1) does not add to the power of Definition
4.3.4; see Exercise 8. Itis also easy to show that perfect zero-knowledge implies almost-
perfect zero-knowledge, which in turn implies computational zero-knowledge.

The three definitions (i.e., perfect, almost-perfect, and computational zero-
knowledge) correspond to a natural three-stage hierarchy of interpretations of the no-
tion of “close” pairs of probability ensembles. (In all three cases, the pairs of ensembles
being postulated as being close are {(P, V*)(x)},cr and {M*(x)}xcr-)

1. The most stringent interpretation of closeness is the requirement that the two ensembles
be identically distributed. This is the requirement in the case of perfect zero-knowledge.

2. A slightly more relaxed interpretation of closeness is that the two ensembles be statis-
tically indistinguishable (or statistically close). This is the requirement in the case of
almost-perfect (or statistical) zero-knowledge.

3. A much more relaxed interpretation of closeness, which suffices for all practical purposes,
is that the two ensembles be computationally indistinguishable. This is the requirement
in the case of computational zero-knowledge.
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4.3.1.5.F Complexity Classes Based on Zero-Knowledge

The various definitions of zero-knowledge give rise to natural complexity classes:

Definition 4.3.5 (Class of Languages Having Zero-Knowledge Proofs): We
denote by ZK (also CZK) the class of languages having (computational) zero-
knowledge interactive proof systems. Likewise, PZIC (resp., SZK) denotes the
class of languages having perfect (resp., statistical) zero-knowledge interactive
proof systems.

Clearly,
BPP CPZK CSZK CCZK CIP

Assuming the existence of (non-uniformly) one-way functions, the last inclusion is an
equality (i.e., CZK = Z'P); see Proposition 4.4.5 and Theorems 3.5.12 and 4.4.12. On
the other hand, we believe that the first and third inclusions are strict (as equalities in
either case contradict widely believed complexity assumptions). Thus, our belief is that

BPP CPZKCSZK CcCZK =1IP

The relationship of PZK to SZK remains an open problem (with no evidence either
way).

4.3.1.6." Expected Polynomial-Time Simulators

The formulation of perfect zero-knowledge presented in Definition 4.3.1 is different
from the definition used in some early publications in the literature. The original def-
inition requires that the simulator always output a legal transcript (which has to be
distributed identically to the real interaction), yet it allows the simulator to run in
expected polynomial time rather than in strictly polynomial time. We stress that the
expectation is taken over the coin tosses of the simulator (whereas the input to the
simulator is fixed). This yields the following:

Definition 4.3.6 (Perfect Zero-Knowledge, Liberal Formulation): We say that
(P, V) is perfect zero-knowledge in the liberal sense if for every probabilistic
polynomial-time interactive machine V* there exists an expected polynomial-time
algorithm M* such that for every x € L the random variables (P, V*)(x) and
M*(x) are identically distributed.

We stress that by probabilistic polynomial time we mean a strict bound on the run-
ning time in all possible executions, whereas by expected polynomial time we al-
low non-polynomial-time executions but require that the running time be “polynomial
on the average.” Clearly, Definition 4.3.1 implies Definition 4.3.6 (see Exercise 7).
Interestingly, there exist interactive proofs that are perfect zero-knowledge with re-
spect to the liberal definition but are not known to be perfect zero-knowledge with
respect to Definition 4.3.1. We point out that the naive way of transforming an expected
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ZERO-KNOWLEDGE PROOF SYSTEMS

probabilistic polynomial-time algorithm to one that runs in strict polynomial time is
not suitable for the current context.®

We prefer to adopt Definition 4.3.1, rather than Definition 4.3.6, because we want
to avoid the notion of expected polynomial time. The main reason for our desire to
avoid the latter notion is that the correspondence between average polynomial time and
efficient computations is more controversial than the widely accepted association of
strict polynomial time with efficient computations. Furthermore, the notion of expected
polynomial time is more subtle than one realizes at first glance:

The naive interpretation of expected polynomial time is having an average run-
ning time that is bounded by a polynomial in the input length. This definition of
expected polynomial time is unsatisfactory because it is not closed under reduc-
tions and is (too) machine-dependent. Both aggravating phenomena follow from
the fact that a function can have an average (say over {0, 1}") that is bounded by
a polynomial (in n) and yet squaring the function will yield a function that is not
bounded by a polynomial (in 7). For example, the function f(x) Loklify e {0},
and f(x) &0 12 otherwise, satisfies E[f(U)] < n?+ 1, but E[f(U,)?] > 2".

Hence, a better interpretation of expected polynomial time is having a running
time that is bounded by a polynomial in a function that has an average linear
growth rate. That is, using the naive definition of linear on the average, we say
that f is polynomial on the average if there exist a polynomial p and a linear-
on-the-average function £ such that f(x) < p(£(x)) for all sufficiently long x’s.
Note that if f is polynomial on the average, then so is f2.

An analogous discussion applies to computational zero-knowledge. More specifically,
Definition 4.3.2 requires that the simulator work in polynomial time, whereas a more
liberal notion would allow it to work in expected polynomial time.

We comment that for the sake of elegance it is customary to modify the definitions
that allow expected polynomial-time simulators by requiring that such simulators also
exist for the interaction of expected polynomial-time verifiers with the prover.

4.3.1.7. Honest-Verifier Zero-Knowledge

We briefly discuss a weak notion of zero-knowledge. The notion, called honest-verifier
zero-knowledge, requires simulatability of the view of only the prescribed (or honest)
verifier, rather than simulatability of the view of any possible (probabilistic polynomial-
time) verifier. Although this notion does not suffice for typical cryptographic appli-
cations, it is interesting for at least a couple of reasons: First, this weak notion of
zero-knowledge is highly non-trivial and fascinating by itself. Second, public-coin

8The naive transformation truncates runs of the algorithm (in our case, the simulator) that take more than ¢
times the expected number of steps. (Such a truncated run is said to produce some fixed output.) The statistical
difference between the output distribution of the original algorithm and the output distribution of the modified
algorithm is at most 1/¢. The problem is that # must be bounded by a fixed polynomial in the running time, and
so the statistical difference is not negligible. To see that the analysis of this naive transformation is tight, consider
its effect on the following algorithm: On input 17, the algorithm first selects uniformly r € {0, 1}", next takes 2
idle steps, where i is the length of the longest all-zero prefix of r, and finally runs S(1"), where S is an arbitrary
(strict) probabilistic polynomial-time algorithm.
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4.3. ZERO-KNOWLEDGE PROOFS: DEFINITIONS

protocols that are zero-knowledge with respect to the honest verifier can be transformed
into similar protocols that are zero-knowledge in general. We stress that in the current
context (of the single prescribed verifier) the formulations of output simulatability (as
in Definition 4.3.2) and view simulatability (as in Definition 4.3.3) are NOT equivalent,
and it is important to use the latter.’

Definition 4.3.7 (Zero-Knowledge with Respect to an Honest Verifier): Let
(P,V), L, and View‘};(x) be as in Definition 4.3.3. We say that (P, V) is honest-
verifier zero-knowledge if there exists a probabilistic polynomial-time algorithm
M such that the ensembles {Viewﬁ(x)}xeL and {M(x)},c, are computationally
indistinguishable.

The preceding definition refers to computational zero-knowledge and is a restriction
of Definition 4.3.3. Versions for perfect and statistical zero-knowledge are defined
analogously.

4.3.2. An Example (Graph Isomorphism in PZK)

As mentioned earlier, every language in BPP has a trivial (i.e., degenerate) zero-
knowledge proof system. We now present an example of a non-degenerate zero-
knowledge proof system. Furthermore, we present a zero-knowledge proof system for
alanguage not known to be in BPP. Specifically, the language is the set of pairs of iso-
morphic graphs, denoted G I (see definition in Section 4.2). Again, the idea underlying
this proof system is presented through a story:

In this story, Petra von Kant claims that there is a footpath between the north gate
and the south gate of her labyrinth (i.e., a path going inside the labyrinth). Virgil
does not believe her. Petra is willing to prove her claim to Virgil, but does not
want to provide him any additional knowledge (and, in particular, not to assist
him to find an inside path from the north gate to the south gate). To prove her
claim, Petra and Virgil repeat the following process a number of times sufficient
to convince Virgil beyond reasonable doubt.

Petra miraculously transports Virgil to a random place in her labyrinth. Then
Virgil asks to be shown the way to either the north gate or the south gate. His choice
is supposed to be random, but he may try to cheat. Petra then chooses a (sufficiently
long) random walk from their current location to the desired destination and guides
Virgil along that walk.

Clearly, if the labyrinth has a path as claimed (and Petra knows her way in the
labyrinth), then Virgil will be convinced of the validity of her claim. If, on the
other hand, the labyrinth has no such path, then at each iteration, with probability
at least 50%, Virgil will detect that Petra is lying. Finally, Virgil will gain no
knowledge from the guided tour, the reason being that he can simulate a guided

Note that for any interactive proof of perfect completeness, the output of the honest verifier is trivially
simulatable (by an algorithm that always outputs 1). In contrast, many of the negative results presented in Section 4.5
also apply to zero-knowledge with respect to an honest verifier, as defined next. For example, only languages in
BPP have unidirectional proof systems that are zero-knowledge with respect to an honest verifier.
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ZERO-KNOWLEDGE PROOF SYSTEMS

tour by himself, as follows: First, he selects north or south (as he does in the
real guided tour) and goes to the suitable gate (from outside the labyrinth). Next,
he takes a random walk from the gate to inside the labyrinth while unrolling a
spool of thread behind him, and finally he traces the thread back to the gate. (A
sufficiently long random walk whose length equals the length of the tour guided
by Petra will guarantee that Virgil will visit a random place in the labyrinth, and
the way back will look like a random walk from the location at the end of his
thread to the chosen gate.)

We now get back to the formal exposition.

Construction 4.3.8 (A Perfect Zero-Knowledge Proof for Graph Isomor-
phism):

® Common input: A pair of two graphs, G| = (V1, Ey) and G, = (V,, E»). Let
¢ be an isomorphism between the input graphs; namely, ¢ is a 1-1 and onto
mapping of the vertex set V| to the vertex set V, such that (u, v) € E; if and only
if (@), p(u)) € Es.

e Prover’s first step (P1): The prover selects a random isomorphic copy of G, and
sends it to the verifier. Namely, the prover selects at random, with uniform prob-
ability distribution, a permutation 1w from the set of permutations over the vertex
set V, and constructs a graph with vertex set V, and edge set

FE{Gr(), 7)) : (. v) € Ex)
The prover sends (V,, F) to the verifier.

® Motivating remark: If the input graphs are isomorphic, as the prover claims, then
the graph sent in Step Pl is isomorphic to both input graphs. However, if the input
graphs are not isomorphic, then no graph can be isomorphic to both of them.

o Verifier’s first step (V1): Upon receiving a graph G' = (V', E’) from the prover,
the verifier asks the prover to show an isomorphism between G’ and one of the
input graphs, chosen at random by the verifier. Namely, the verifier uniformly
selects o € {1, 2} and sends it to the prover (Who is supposed to answer with an
isomorphism between G, and G').

® Prover’s second step (P2): If the message o received from the verifier equals 2, then
the prover sends 1 to the verifier. Otherwise (i.e., o # 2), the prover sends 7 o ¢
(i.e., the composition of ™ on ¢, defined as 7w o ¢p(v) &f w(¢p(v))) to the verifier.
(Remark: The prover treats any o £ 2 aso = 1.)

e Verifier’s second step (V2): If the message, denoted , received from the prover
is an isomorphism between G, and G', then the verifier outputs 1; otherwise it
outputs Q.

Let us denote the prover’s program by Pgj.

The verifier program just presented is easily implemented in probabilistic polynomial
time. In case the prover is given an isomorphism between the input graphs as auxiliary
input, the prover’s program can also be implemented in probabilistic polynomial time.
We now show that this pair of interactive machines constitutes a zero-knowledge inter-
active proof system (in the general sense) for the language G (Graph Isomorphism).
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Proposition 4.3.9: The language GI has a perfect zero-knowledge interactive
proof system. Furthermore, the programs specified in Construction 4.3.8 satisfy
the following:

1. If Gy and G, areisomorphic (i.e., (G, G,) € G1), then the verifier always accepts
(when interacting with Pgy).

2. If Gy and G, are not isomorphic (i.e., (G, G,) & GI), then no matter with which
machine the verifier interacts, it will reject the input with probability at least %

3. The prover (i.e., Pgy) is perfect zero-knowledge. Namely, for every probabilistic
polynomial-time interactive machine V*, there exists a probabilistic polynomial-
time algorithm M* outputting | with probability at most %, so that for every x &
(G1, Gy) € G, the following two random variables are identically distributed:

. View‘l;‘i’ (x) (i.e., the view of V* after interacting with Pgj, on common input x)
* m*(x) (i.e., the output of machine M*, on input x, conditioned on not being L ).

A zero-knowledge interactive proof system for GI with error probability 2% (only
in the soundness condition) can be derived by executing the foregoing protocol,
sequentially, k times. We stress that in each repetition of the protocol, both the (pre-
scribed) prover and verifier must use “fresh” coin tosses that are independent of the coin
tosses used in prior repetitions of the protocol. For further discussion, see Section 4.3.4.
We remark that k parallel executions will also decrease the error in the soundness condi-
tion to 27, but the resulting interactive proof is not known to be zero-knowledge in the
case in which k grows faster than logarithmic in the input length. In fact, we believe that
such an interactive proof is not zero-knowledge. For further discussion, see Section 4.5.

We stress that it is not known whether or not GI € BPP. Hence, Proposition 4.3.9

asserts the existence of a perfect zero-knowledge proof for a language not known to be
in BPP.

Proof: We first show that these programs indeed constitute a (general) interactive
proof system for GI. Clearly, if the input graphs G and G, are isomorphic, then
the graph G’ constructed in Step P1 will be isomorphic to both of them. Hence,
if each party follows its prescribed program, then the verifier will always accept
(i.e., output 1). Part 1 follows. On the other hand, if G| and G, are not isomorphic,
then no graph can be isomorphic to both G and G,. It follows that no matter how
the (possibly cheating) prover constructs G’, there exists o € {1, 2} such that G’
and G, are not isomorphic. Hence, if the verifier follows its program, then it will
reject (i.e., output 0) with probability at least % Part 2 follows.

It remains to show that Pg; is indeed perfect zero-knowledge on G 1. This is
indeed the difficult part of the entire proof. It is easy to simulate the output of the
verifier specified in Construction 4.3.8 (since its output is identically 1 for inputs
in the language G ). Also, it is not hard to simulate the output of a verifier that
follows the program specified in Construction 4.3.8, except that at termination
it will output the entire transcript of its interaction with Pg; (see Exercise 12).
The difficult part is to simulate the output of an efficient verifier that deviates
arbitrarily from the specified program.
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We shall use here the alternative formulation of (perfect) zero-knowledge and
show how to simulate V*’s view of the interaction with Pg; for every probabilistic
polynomial-time interactive machine V*. As mentioned earlier, it is not hard to
simulate the verifier’s view of the interaction with Pg; when the verifier follows
the specified program. However, we need to simulate the view of the verifier in the
general case (in which it uses an arbitrary polynomial-time interactive program).
Following is an overview of our simulation (i.e., of our construction of a simulator
M* for each V*).

The simulator M* incorporates the code of the interactive program V*. On in-
put (G, G,), the simulator M* first selects at random one of the input graphs (i.e.,
either G| or G,) and generates a random isomorphic copy, denoted G”, of this
input graph. In doing so, the simulator behaves differently from Pg,, but the graph
generated (i.e., G”) is distributed identically to the message sent in Step P1 of the
interactive proof. Say that the simulator has generated G” by randomly permuting
G.Now, if V* asks to see the isomorphism between G| and G”, then the simulator
can indeed answer correctly, and in doing so it completes a simulation of the veri-
fier’s view of the interaction with Pg;. However, if V* asks to see the isomorphism
between G, and G”, then the simulator (which, unlike Pg;, does not “know” ¢)
has no way to answer correctly, and we let it halt with output L. We stress that the
simulator “has no way of knowing” whether V* will ask to see an isomorphism
to G, or to G,. The point is that the simulator can try one of the possibilities at
random, and if it is lucky (which happens with probability exactly %), then it can
output a distribution that will be identical to the view of V* when interacting with
Pg; (on common input (G, G;)). A key fact (see Claim 4.3.9.1, following) is
that the distribution of G” is stochastically independent of the simulator’s choice
of which of the two input graphs to use, and so V* cannot affect the probability
that the simulator will be lucky. A detailed description of the simulator follows.

Simulator M*. On input x & (G4, G,), simulator M* proceeds as follows:

1. Setting the random tape of V*: Let q(-) denote a polynomial bounding the running
time of V*. The simulator M* starts by uniformly selecting a string r € {0, 1}9(*D
to be used as the content of the random tape of V*. (Alternatively, one could
produce coins for V* “on the fly,” that is, during Step 3, which follows.)

2. Simulating the prover’s first step (P1): The simulator M* selects at random, with
uniform probability distribution, a “bit” v € {1, 2} and a permutation ¥ from the
set of permutations over the vertex set V. It then constructs a graph with vertex
set V; and edge set

FE (@), y ) : (u,v) € Eq},
and sets G & V., F).

3. Simulating the verifier’s first step (V1): The simulator M* initiates an execution of
V* by placing x on V*’s common-input tape, placing r (selected in Step 1) on V*’s
random tape, and placing G” (constructed in Step 2) on V*’s incoming-message
tape. After executing a polynomial number of steps of V*, the simulator can read
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the outgoing message of V*, denoted o. To simplify the rest of the description,
we normalize o by setting 0 = 1 if 0 # 2 (and leave o unchanged if o = 2).

4. Simulating the prover’s second step (P2): If o = t, then the simulator halts with
output (x,r, G”, V).

5. Failure of the simulation: Otherwise (i.e., 0 # ), the simulator halts with out-
put L.

Using the hypothesis that V* is polynomial-time, it follows that so is the sim-
ulator M*. It is left to show that M* outputs L with probability at most % and
that, conditioned on not outputting L, the simulator’s output is distributed as the
verifier’s view in a “real interaction with Pg;.” The following claim is the key to
the proof of both claims.

Claim 4.3.9.1: Suppose that the graphs G| and G, are isomorphic. Let & be a
random variable uniformly distributed in {1, 2}, and let IT be a random variable
uniformly distributed over the set of permutations over V. Then for every graph
G” that is isomorphic to G, (and G,), it holds that

" " 1
Pr[5=1|H(Gs)=G]=Pr[5=2|H(Gs)=G]=§

where, as in Claim 4.2.9.1, 7 (G) denotes the graph obtained from the graph G
by relabeling its nodes using the permutation .

Claim 4.3.9.1 is identical to Claim 4.2.9.1 (used to demonstrate that Construc-
tion 4.2.8 constitutes an interactive proof for GN I).!° As in the rest of the proof of
Proposition 4.2.9, it follows that any random process with output in {1, 2}, given
[1(G¢), outputs & with probability exactly % Hence, given G” (constructed by the
simulator in Step 2), the verifier’s program yields (normalized) o, so that o # t
with probability exactly % We conclude that the simulator outputs L with proba-
bility % It remains to prove that, conditioned on not outputting |, the simulator’s
output is identical to “V*’s view of real interactions.” Namely:

Claim 4.3.9.2: Let x = (G4, G») € GI. Then for every string r, graph H, and
permutation v, it holds that
Pr[viewy' (x) = (x,r, H, )] = Pr[M*(x) = (x,r, H, ) | M*(x) # L]

Proof: Let m*(x) describe M*(x) conditioned on its not being L. We first ob-
serve that both m*(x) and ViCW‘};C*” (x) are distributed over quadruples of the form
(x, 7, -, ), with uniformly distributed r € {0, 1}4¢*P_Let v(x, r) be a random vari-
able describing the last two elements of Viewsi’ (x) conditioned on the second
element equaling r. Similarly, let u(x, r) describe the last two elements of m*(x)
(conditioned on the second element equaling r). We need to show that v(x, r)

10Tn Construction 4.2.8, the graph [1(G¢) was presented to the prover, and Claim 4.2.9.1 was used to establish
the soundness of the proof system (i.e., analyze what happens in case (G, G2) € GN I, which means (G, G2) €
G1I). Here the graph I1(G¢) is presented to the verifier, and the claim is used to establish the zero-knowledge
property (and so also refers to (G, G2) € GI).
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and u(x, r) are identically distributed for every x and r. Observe that once r is
fixed, the message sent by V*, on common input x, random tape r, and incoming
message H, is uniquely defined. Let us denote this message by v*(x, r, H). We
show that both v(x, r) and u(x, r) are uniformly distributed over the set

Cx,r déf {(H’ W) “H = w(Gv*(x,r,H))}

where (again) 1 (G) denotes the graph obtained from G by relabeling the vertices
using the permutation ¢ (i.e.,if G = (V, E),then Y (G) = (V, F),sothat(u, v) €
E iff (Y (u), ¥ (v)) € F). The proof of this statement is rather tedious and is
unrelated to the subjects of this book (and hence can be skipped with no damage).

The proof is slightly non-trivial because it relates (at least implicitly) to the automor-
phism group of the graph G (i.e., the set of permutations & for which 7 (G2 ) is identical
with G2, not just isomorphic to G,). For simplicity, consider first the special case in
which the automorphism group of G, consists of merely the identity permutation (i.e.,
G, = 7 (Gy) if and only if 7 is the identity permutation). In this case, (H, ¥) € Cy
if and only if H is isomorphic to (both G| and) G, and  is the (unique) isomorphism
between H and G« i). Hence, C, , contains exactly |V»|! pairs, each containing a
different graph H as the first element. In the general case, (H, ¥) € C; , if and only
if H is isomorphic to (both G| and) G, and ¥ is an isomorphism between H and
G y+(x,r, 1) We stress that v*(x, r, H) is the same in all pairs containing H. Let aut(G»)
denote the size of the automorphism group of G,. Then each H (isomorphic to G3)
appears in exactly aut(G) pairs of Cy ,, and each such pair contains a different iso-
morphism between H and G (., ). The number of different H’s that are isomorphic
to G2 is | V2 |!/aut(G2), and so |Cy | = |V2|! also in the general case.

We first consider the random variable u(x, ) (describing the suffix of m*(x)). Re-
call that p(x, r) is defined by the following two-step random process. In the first step,
one selects uniformly a pair (z, V), over the set of pairs ({1, 2} x permutation), and sets
H = y(G;). In the second step, one outputs (i.e., sets w(x,r) to) (Y(G-), ¥) if
v¥*(x, r, H) = t (and ignores the (t, ¥) pair otherwise). Hence, each graph H (iso-
morphic to G») is generated, at the first step, by exactly aut(G,) different (1, -)-pairs
(i.e., the pairs (1, ¥) satisfying H = ¥(G)) and by exactly aut(G,) different (2, -)-
pairs (i.e., the pairs (2, ) satisfying H = ¥/(G,)). All these 2 - aut(G») pairs yield the
same graph H and hence lead to the same value of v*(x, r, H). It follows that out of the
2 - aut(G,) pairs of the form (z, ¥) that yield the graph H = ¥(G), only the aut(G,)
pairs satisfying t = v*(x, r, H) lead to an output. Hence, for each H (that is isomor-
phic to G»), the probability that u(x, r) = (H, -) equals aut(G,)/(| V2|!). Furthermore,
for each H (that is isomorphic to G),

v it H=9(Guerm)

0  otherwise

Priute.r) = (H, y)] = {

Hence w(x, r) is uniformly distributed over Cy ;.

We now consider the random variable v(x, r) (describing the suffix of the veri-
fier’s view in a “real interaction” with the prover). Recall that v(x, r) is defined by
selecting uniformly a permutation 7 (over the set V,) and setting v(x, r) = (7(G3), )
if v*(x, r, 1(G2)) = 2, and v(x, r) = (w(G2), w o ¢) otherwise, where ¢ is the iso-
morphism between G| and G». Clearly, for each H (that is isomorphic to G,), the
probability that v(x, r) = (H, -) equals aut(G,)/(| V2 |!). Furthermore, for each H (that
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is isomorphic to G»),

I _ 2—v*(x,r,H)
if =mo
Priv(x, r) = (H,y)] = ¢ ™! y=med
0  otherwise
Observing that H = ¥(Gy+(x,r, i) if and only if ¥ =7 o ¢2_“*(’”'H), we conclude
that p(x, r) and v(x, r) are identically distributed.

The claim follows. O

This completes the proof of Part 3 of the proposition. B

4.3.3. Zero-Knowledge with Respect to Auxiliary Inputs

The definitions of zero-knowledge presented earlier fall short of what is required in
practical applications, and consequently a minor modification should be used. We
recall that these definitions guarantee that whatever can be efficiently computed after
interaction with the prover on any common input can be efficiently computed from the
input itself. However, in typical applications (e.g., when an interactive proof is used
as a sub-protocol inside a larger protocol) the verifier interacting with the prover on
common input x may have some additional a priori information, encoded by a string z,
that may assist it in its attempts to “extract knowledge” from the prover. This danger
may become even more acute in the likely case in which z is related to x. (For example,
consider the protocol of Construction 4.3.8 and the case where the verifier has a priori
information concerning an isomorphism between the input graphs.) What is typically
required is that whatever can be efficiently computed from x and z after interaction
with the prover on any common input x can be efficiently computed from x and z
(without any interaction with the prover). This requirement is formulated next using
the augmented notion of interactive proofs presented in Definition 4.2.10.

Definition 4.3.10 (Zero-Knowledge, Revisited): Ler (P, V) be an interactive
proof for a language L (as in Definition 4.2.10). Denote by Py (x) the set of strings
y satisfying the completeness condition with respect to x € L (i.e., Pr[{P(y),
Vi)x)=1] > %for every z € {0, 1}*). We say that (P, V) is zero-knowledge
with respect to auxiliary input (or is auxiliary-input zero-knowledge) if for
every probabilistic polynomial-time interactive machine V* there exists a prob-
abilistic algorithm M*, running in time polynomial in the length of its first in-
put, such that the following two ensembles are computationally indistinguishable
(when the distinguishing gap is considered as a function of |x|):

o {{P(:), V¥ (@) (®)}xeL,ze(0,1y+ for arbitrary y, € Pr(x)
o {M*(x, 2D}xeL ze(0,1)*

Namely, for every probabilistic algorithm D with running time polynomial in the
length of the first input, for every polynomial p(-), and for all sufficiently long
x €L,ally € P (x), and z € {0, 1}*, it holds that

IPrD(x, z, (P(y), V¥ (2))(x)) = 1] = Pr[D(x, z, M*(x, 2)) = 1]| <

1
p(x|)
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In this definition, y represents a priori information to the prover, whereas z represents
a priori information to the verifier. Both y and z may depend on the common input x;
for example, if y facilitates the proving task, then y must depend on x (e.g., in case y
is an NP-witness for x € L € N'P). We stress that the local inputs (i.e., y and z) may
not be known, even in part, to the other party. We also stress that the auxiliary input z
(but not y) is also given to the distinguishing algorithm (which can be thought of as an
extension of the verifier).

Recall that by Definition 4.2.10, saying that the interactive machine V* is proba-
bilistic polynomial-time means that its running time is bounded by a polynomial in
the length of the common input. Hence, the verifier program, the simulator, and the
distinguishing algorithm all run in time polynomial in the length of x (and not in time
polynomial in the total length of all their inputs). This convention is essential in many
respects (unless one explicitly bounds the length of the auxiliary input by a polynomial
in the length of x; see Exercise 11). For example, having allowed the distinguishing
algorithm to run in time proportional to the length of the auxiliary input would have
collapsed computational zero-knowledge to perfect zero-knowledge (e.g., by consider-
ing verifiers that run in time polynomial in the common input, yet have huge auxiliary
inputs of length exponential in the common input).

Definition 4.3.10 refers to computational zero-knowledge. A formulation of perfect
zero-knowledge with respect to auxiliary input is straightforward. We remark that the
perfect zero-knowledge proof for Graph Isomorphism, presented in Construction 4.3.8,
is in fact perfect zero-knowledge with respect to auxiliary input. This fact follows easily
by a minor augmentation to the simulator constructed in the proof of Proposition 4.3.9
(i.e., when invoking the verifier, the simulator should provide it the auxiliary input that is
given to the simulator). In general, a demonstration of zero-knowledge can be extended
to yield zero-knowledge with respect to auxiliary input whenever the simulator used
in the original demonstration works by invoking the verifier’s program as a black box
(see Definition 4.5.10 in Section 4.5.4). All simulators presented in this book have this

property.

Advanced Comment: Implicit Non-Uniformity in Definition 4.3.10

The non-uniform nature of Definition 4.3.10 is captured by the fact that the distinguisher
gets an auxiliary input. It is true that this auxiliary input is also given to both the verifier
program and the simulator; however, if the auxiliary input is sufficiently long, then only
the distinguisher can make use of its suffix (since the distinguisher may be determined
after the polynomial-time bound of the simulator is fixed). It follows that the simula-
tor guaranteed in Definition 4.3.10 produces output that is indistinguishable from the
real interactions also by non-uniform polynomial-size circuits (see Definition 3.2.7).
Namely, for every (even non-uniform) polynomial-size circuit family {C,},cn, €v-
ery polynomial p(-), all sufficiently large n’s, all x € L N {0, 1}", all y € P.(x), and
z € {0, 1}*,

IPrICu(x, z, (P(y), VI(2))(x)) = 1] = Pr[C(x, 2, M™(x, 2)) = 1]| <
p(x[)
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Following is a sketch of the proof of this claim. We assume, to the contrary, that there
exists a polynomial-size circuit family {C, },cn such that for infinitely many »’s there
exist triples (x, y, z) for which C,, has a non-negligible distinguishing gap. We derive a
contradiction by incorporating the description of C, together with the auxiliary input
z into a longer auxiliary input, denoted z’. This is done in such a way that both V*
and M* have insufficient time to reach the description of C,. For example, let g(-) be
a polynomial bounding the running times of both V* and M*. Assume, without loss of
generality, that |z| < g(n) (or else the rest of z, which is unreadable by both V* and M*,
can be ignored). Then we let 7’ be the string that results by padding z with blanks to a
total length of g(n) and appending the description of the circuit C, atits end (i.e., zis a
prefix of 7). Clearly, M*(x, z') = M*(x, z) and (P(y), V*(2))(x) = (P(¥), V*(2))(x).
On the other hand, by using a universal circuit-evaluating algorithm, we get a proba-
bilistic polynomial-time algorithm D such that D(x, 7/, @) = C,(x, z, @), and contra-
diction (to the hypothesis that M* produces output that is probabilistic polynomial-
time-indistinguishable from the output of (P, V*)) follows.

We mention that Definition 4.3.2 itself has some non-uniform flavor, since it requires
indistinguishability for all but finitely many x’s. In contrast, a fully uniform analogue of
the definition would require only that it be infeasible to find x’s on which the simulation
would fail (with respect to some probabilistic polynomial-time distinguisher). That is,
a fully uniform definition of zero-knowledge requires only that it be infeasible to find
x’s on which a verifier can gain knowledge (and not that such instances do not exist at
all). See further discussion in Section 4.4.2.4.

Advanced Comment: Why Not Go for a Fully Non-Uniform Formulation?

An oversimplified version of Definition 4.3.10 allows the verifier to be modeled by a
(non-uniform) family of (polynomial-size) circuits, and allows the same for the sim-
ulator. The non-uniform circuits are supposed to account for auxiliary inputs, and so
these are typically omitted from such an oversimplified version. For example, one may
require the following:

For every polynomial-size circuit family {V, },cn (representing a possible verifier strategy
machine) there exists a polynomial-size circuit family { M, },cn (representing a simulator)
such that the ensembles {(P, Viy)(x)}xer and {M\|(x)}rc1. are indistinguishable by
polynomial-size circuits.

However, the impression that non-uniform circuits account for auxiliary inputs is wrong,
and in general we find such oversimplified versions unsatisfactory. First, these versions
do not guarantee an “effective” transformation of verifiers to simulators. Indeed, such a
transformation is not required in Definition 4.3.10 either, but there the objects (i.e., ma-
chines) are of fixed size, whereas here we deal with infinite objects (i.e., circuit families).
Thus, the level of “security” offered by the oversimplified definition is unsatisfactory.
Second, the oversimplified version does not guarantee a relation between the size of the
non-uniform part of the verifier and the corresponding part of the simulator, whereas in
Definition 4.3.10 the only non-uniform part is the auxiliary input, which remains un-
changed. Both issues arise when trying to prove a sequential-composition theorem for
a non-constant number of iterations of zero-knowledge proof systems. Finally, we note
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that the oversimplified version does not imply the basic version (i.e., Definition 4.3.2);
consider, for example, a prover that on common input x sends some hard-to-compute
poly(|x|)-bit-long string that depends only on |x| (e.g., the prime-factorization of all
integers in the interval [2F + 1, ..., 2 + |x*]).

4.3.4. Sequential Composition of Zero-Knowledge Proofs

An intuitive requirement that a definition of zero-knowledge proofs must satisfy is that
zero-knowledge proofs should be closed under sequential composition. Namely, if we
execute one zero-knowledge proof after another, then the composed execution must
be zero-knowledge. The same should remain valid even if we execute polynomially
many proofs one after the other. Indeed, as will be shown shortly, the revised defini-
tion of zero-knowledge (i.e., Definition 4.3.10) satisfies this requirement. Interestingly,
zero-knowledge proofs as defined in Definition 4.3.2 are not closed under sequential
composition, and this fact is indeed another indication of the necessity of augmenting
this definition (as done in Definition 4.3.10).

In addition to its conceptual importance, the sequential-composition lemma is an
important tool in the design of zero-knowledge proof systems. Typically, such a proof
system consists of many repetitions of an atomic zero-knowledge proof. Loosely speak-
ing, the atomic proof provides some (but not much) statistical evidence for the validity
of the claim. By repeating the atomic proof sufficiently many times, the confidence
in the validity of the claim is increased. More precisely, the atomic proof offers a gap
between the acceptance probabilities for strings in the language and strings outside the
language. For example, in Construction 4.3.8, pairs of isomorphic graphs (i.e., inputs
in G 1) are accepted with probability 1, whereas pairs of non-isomorphic graphs (i.e.,
inputs not in G 1) are accepted with probability at most % By repeating the atomic
proof, the gap between the two probabilities is further increased. For example, repeat-
ing the proof of Construction 4.3.8 k times will yield a new interactive proof in which
inputs in G 1 are still accepted with probability 1, whereas inputs notin G/ are accepted
with probability at most zik The sequential-composition lemma guarantees that if the
atomic-proof system is zero-knowledge, then so is the proof system resulting from
repeating the atomic proof polynomially many times.

Before we state the sequential-composition lemma, we remind the reader that the
zero-knowledge property of an interactive proof is actually a property of the prover.
Also, the prover is required to be zero-knowledge only on inputs in the language.
Finally, we stress that when talking about zero-knowledge with respect to auxiliary
input, we refer to all possible auxiliary inputs for the verifier.

Lemma 4.3.11 (Sequential-Composition Lemma): Let P be an interactive
machine (i.e., a prover) that is zero-knowledge with respect to auxiliary input
on some language L. Suppose that the last message sent by P, on input x, bears
a special end-of-proof symbol. Let Q(-) be a polynomial, and let Py be an in-
teractive machine that, on common input x, proceeds in Q(|x|) phases, each
of them consisting of running P on common input x. (We stress that in case
P is probabilistic, the interactive machine Py uses independent coin tosses for
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each of the Q(|x|) phases.) Then Py is zero-knowledge (with respect to auxiliary
input) on L. Furthermore, if P is perfect zero-knowledge (with respect to auxiliary
input), then so is Py.

The convention concerning the end-of-proof symbol is introduced for technical pur-
poses (and is redundant in all known proof systems, and furthermore whenever the
number of messages sent during the execution is easily computed from the common
input). Clearly, every machine P can be easily modified so that its last message will
bear an appropriate symbol (as assumed earlier), and doing so will preserve the zero-
knowledge properties of P (as well as the completeness and soundness conditions).

The lemma ignores other aspects of repeating an interactive proof several times,
specifically, the effect on the gap between the acceptance probabilities for inputs inside
and outside of the language. The latter aspect of repeating an interactive proof system
is discussed in Section 4.2.1.3 (see also Exercise 1).

Proof: Let V* be an arbitrary probabilistic polynomial-time interactive machine
interacting with the composed prover P,. Our task is to construct a (polynomial-
time) simulator M* that will simulate the real interactions of V* with Py.
Following is a very high level description of the simulation. The key idea is
to simulate the real interaction on common input x in Q(|x|) phases correspond-
ing to the phases of the operation of Py. Each phase of the operation of P, is
simulated using the simulator guaranteed for the atomic prover P. The informa-
tion accumulated by the verifier in each phase is passed to the next phase using
the auxiliary input.

(In the following exposition, we ignore the auxiliary input to the prover. This merely
simplifies our notation. That is, instead of writing P(y) and Pg(y), where y is the
prover’s auxiliary input, we write P and Pg.)

The first step in carrying out this plan is to partition the execution of an arbitrary
interactive machine V* into phases. The partition may not exist in the code of the
program V*, and yet it can be imposed on the executions of this program. This
is done using the phase structure of the prescribed prover Py, which in turn is
induced by the end-of-proof symbols. Hence, we claim that no matter how V*
operates, the interaction of V* with Py on common input x can be captured by
Q(|x|) successive interactions of a related machine, denoted V**, with P. Namely:

Claim 4.3.11.1: There exists a probabilistic polynomial-time V** such that for
every common input x and auxiliary input z, it holds that

(Pg, V*(2))(x) = ZQhD
where Z© & - and
Zli+1) def (P,V*(Z))x) fori=0,...,0(x])—1

Namely, Z¢(*1 is a random variable describing the output of V** after Q(|x|) suc-
cessive interactions with P, on common input x, where the auxiliary input of V**
inthei + 1 interaction equals the output of V** after the i th interaction (i.e., Z%").
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Proof: Intuitively, V** captures the functionality of V* during each single phase.
By the functionality of V* during a phase we mean the way V* transforms the
content of its work tapes at the beginning of the phase to their content at the
end of the phase, as well as the way V* determines the messages it sends during
this phase. Indeed, this transformation depends on the messages received dur-
ing the current phase. We stress that we can effect this transformation without
“reverse-engineering” (the code of) V*, but rather by emulating its execution
while monitoring all its tapes. Details follow.

In order to facilitate this process, we first modify V* so that all its “essen-
tial” activities refer only to its work tapes. Machine V* can be slightly modified
so that it starts its execution by reading the common input, the random input,
and the auxiliary input into special regions in its work tape and never accesses
the aforementioned read-only tapes again. Likewise, V* is modified so that it
starts each active period'' (see Definition 4.2.2) by reading the current incoming
message from the communication tape to a special region in the work tape (and
never accesses the incoming-message tape again during this period). Actually,
this description should be modified so that V* copies only a polynomially long
(in the common input) prefix of each of these tapes, the polynomial being the one
bounding the running time of (the original) V*.

(Formally speaking, given an arbitrary V*, we construct a machine W* that emulates
V* in a way that satisfies the foregoing conditions; that is, W* will satisfy these
conditions even if V* does not. Machine W* will have several extra work tapes that
will be designated as the common-input, random-input, auxiliary-input, and incoming-
communication tapes of V*. Machine W* will start by copying its own common input,
random input, and auxiliary input to the corresponding designated tapes. Likewise,
W* will start each active period by copying the current incoming message from its
own communication tape to the corresponding designated tape (i.e., the incoming-
communication tape of V*). After completing these copying activities, W* just emu-
lates the execution of V*. Clearly, W* satisfies the requirements postulated. Thus,
formally speaking, whenever we later refer to V*, we mean W*.)

Consider an interaction of V*(z) with Py, on common input x. By the foregoing
modification, the interaction consists of Q(|x|) phases, so that, except in the
first phase, machine V* never accesses its common-input, random-input, and
auxiliary-input tapes. (In the first phase, machine V* starts by copying the content
of these tapes into its work tapes and never accesses the former tapes again.)
Likewise, when executing the current phase, machine V* does not try to read
messages of previous phases from its incoming-communication tape (yet it may
read these “old” messages from storage in its work tapes). Considering the content
of the work tapes of V* at the end of each of the Q(|x|) phases (of interaction
with Py) naturally leads us to the construction of V**.

We are now finally ready present the construction of V**: On common input
x and auxiliary input z’, machine V** starts by copying z’ into the work tape of

1Recall that an active period during an execution of an interactive machine M consists of the steps M takes
from the time the last message is received up to the time at which M completes sending its response message.
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V*. Next, machine V** emulates a single phase of the interaction of V* with
Py (on input x), starting with the foregoing contents of the work tape of V*
(instead of starting with an empty work tape). The emulated machine V* regards
the communication tapes of machine V** as its own communication tapes. When
V* completes the interaction in the current phase, machine V** terminates by
outputting the current contents of the work tape of V*. Thus, when 7z’ equals
a possible content of the work tape of V* after i > 1 phases, the emulated V*
behaves as in the i + 1 phase, and the output of V** is distributed as the content
of the work tape of V* after i + 1 phases. Actually, the foregoing description
should be slightly modified to deal with the first phase in the interaction with Py
(i.e., the case i = 0 ignored earlier). Specifically, V** copies z" into the work tape
of V* only if z’ encodes the content of the work tape of V* (we assume, without
loss of generality, that the content of the work tape of V* is encoded differently
from the encoding of an auxiliary input for V*). In case 7z’ encodes an auxiliary
input to V*, machine V** invokes V* on an empty work tape, and V* regards the
readable tapes of V** (i.e., common-input tape, random-input tape, and auxiliary-
input tape) as its own. Observe that Z" P, V**(2))(x) describes the content
of the work tape of V* after the first phase (in the interaction with P, on common
input x and auxiliary input z). Likewise, for every i = 2, ..., Q(]x|), the random
variable Z® & (P V*+(Z(=D))(x) describes the content of the work tape of V*
after i phases. The claim follows. [J

Because V** is a polynomial-time interactive machine (with auxiliary input)
interacting with P, it follows by the lemma’s hypothesis that there exists a proba-
bilistic machine that simulates these interactions in time polynomial in the length
of the first input. Let M** denote this simulator.'> Then for every probabilistic
polynomial-time (in x) algorithm D, every polynomial p(-), all sufficiently long
x € L,and all z € {0, 1}*, we have

|Pr[D(x, z, (P, V*(2))(x)) = 1] — Pr[D(x, z, M™(x,2)) = 1]| < ;
p(lx))

4.1)

We are now ready to present the construction of a simulator M* that simulates
the “real” output of V* after interaction with Py. We can assume, without loss
of generality, that the output of V* equals the content of its work tapes at the
end of the interaction (since the output of V* is probabilistic polynomial-time-
computable from the content of its work tapes at that time). Machine M* uses the
simulator M** (as a black box).

The simulator M*: On input (x, z), machine M* sets z® = z and proceeds in
Q(|x]) phases. In the ith phase, machine M* computes z') by running machine

12Recall that in the case of perfect zero-knowledge (see Definition 4.3.1) machine M** may halt with no real
output (but rather with output L). However, by sufficiently many repetitions, we can make the probability of this
event exponentially vanishing. In the rest of the exposition, we assume for simplicity that M** always halts with
output.
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M** on input (x, z~V). After Q(|x|) phases are completed, machine M* stops
outputting 7@MD,

Clearly, machine M*, as constructed here, runs in time polynomial in its first
input. It is left to show that machine M* indeed produces output that is com-
putationally indistinguishable from the output of V* (after interacting with Py).
Namely:

Claim 4.3.11.2: For every probabilistic algorithm D with running time polyno-
mial in its first input, every polynomial p(-), all sufficiently long x € L, and all
z € {0, 1}*, we have

IPr[D(x, z, (Pg, V*(2))(x)) = 1] — Pr[D(x, z, M*(x, 2)) = 1]] < ()
Furthermore, if P is perfect zero-knowledge, then (Py, V*(2))(x) and M*(x, 2)
are identically distributed.

Proof sketch: We use a hybrid argument (see Chapter 3). In particular, we
define the following Q(|x|) + 1 hybrids. The ith hybrid, 0 < i < Q(|x|), corre-
sponds to the following random process. We first let V** interact with P for i
phases, starting with common input x and auxiliary input z, and denote by Z¥)
the output of V** after the ith phase. We next repeatedly iterate M** for the
remaining Q(]x|) — i phases. In both cases, we use the output of the previous
phase as auxiliary input to the new phase. Formally, the hybrid H” is defined as
follows:

def
HO(x,2) = MGy -i

(x, Z)
where the Z()’s are as defined in Claim 4.3.11.1, and where

My (x,Z) =7 and MP(x,2) S ME (x, M¥(x, 2)

fork=1,...,0(x)—i

By Claim 4.3.11.1, the Q(|x|) hybrid (i.e., HC¢MD(x,z) = ZCI*D) equals
(Pg, V*(2))(x). On the other hand, recalling the construction of M*, we see
that the zero hybrid (i.e., H”(x, z) = Mj; ,  (x, 2)) equals M*(x, z). Hence, all
that is required to complete the proof is to show that all pairs of two adjacent
hybrids are computationally indistinguishable (as this will imply that the extreme
hybrids, H @D and H®, are also indistinguishable). To this end, we rewrite the
i and i — 1 hybrids as follows:

HO(x, 2) = M3, (x, Z0)

= M (5, (P, V7 (27))0)
H(iil)(-x’ Z) = Q(\X\)—(i—])(-xa Z(ifl))
- MZTM) z(x, M**(x’ Z(i—l)))

where ZU~1 is as defined in Claim 4.3.11.1.
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Using an averaging argument, it follows that if an algorithm D distingui-
shes the hybrids H”(x, z) and H~Y(x, z), then there exists a z’ (in the support
of ZU=Y) such that algorithm D distinguishes the random variables
Mg )—i(x, (P, V**(z"))(x)) and M-, M™(x, 7)) at least as well. (In all
cases, D is also given x and z.) Using algorithms M** and D, we get a new
algorithm D’, with running time polynomially related to the former algorithms,
that distinguishes the random variables (x, z, i, z/, (P, V**(z'))(x)) and (x, z, i, 7/,
M**(x, 7')) at least as well. Specifically, on input (x, (z, i, z'), &) (Where « is taken
either from (P, V**(z'))(x) or from M**(x, 7’)), algorithm D’ invokes D on input
x,z, M (f)Tlxl)—i(x’ «)) and outputs whatever D does. Clearly,

IPr[D'(x, (z,i,2), (P, V*(z))(x)) = 1] = Pr[D'(x, (z, i, 2), M™(x, 2')) = 1]]
> |Pr[D(x, z, H”(x, 2)) = 1] — Pr[D(x, z, H " Y(x, 2)) = 1]

Note that D’ uses additional input (x,z,i,z’), whereas it distinguishes
(P, V*("))(x) from M**(x, z'). This does not fit the definition of a distinguisher
for (auxiliary-input) zero-knowledge, as the latter is to be given only (x, z’) and
the string to be distinguished. In other words, we have actually constructed a
non-uniform D’ = D; _ that, depending on i and z, distinguishes (P, V**(z"))(x)
from M**(x, z’). Still, in the case of perfect zero-knowledge, letting D be an ar-
bitrary function (rather than an efficient algorithm), this suffices for contradicting
the hypothesis that M** perfectly simulates (P, V**). For the case of compu-
tational zero-knowledge, we use the fact that the definition of auxiliary-input
zero-knowledge implies robustness against non-uniform (polynomial-size) dis-
tinguishers, and we note that D; _ falls into this category (provided that D also
does). Thus, in both cases, contradiction (to the hypothesis that M** simulates
(P, V**)) follows. I

Further details concerning the proof of Claim 4.3.11.2: At this stage
(assuming the reader has gone through Chapter 3), the reader should be able to
transform the foregoing proof sketch into a detailed proof. The main thing that
is missing is the detail concerning the way in which an algorithm contradict-
ing the hypothesis that M** is a simulator for (P, V**) is derived from an algo-
rithm contradicting the statement of Claim 4.3.11.2. These details are presented
next.

We assume, to the contradiction, that there exists a probabilistic polynomial-
time algorithm D and a polynomial p(-) such that for infinitely many x € L, there
exists z € {0, 1}* such that

[Pr[D(x, z, (Pg, V*(2))(x)) = 1] — Pr[D(x, z, M*(x, 2)) = 1]| > D
It follows that for every such x and z, there exists ani € {1, ..., Q(]x|)} such that
) ; 1
Pr|D x,z,H(’)(x,z) =1|—-Pr|D(x, z, H(I_l)(X,Z) =1||> ———
PriDA )= 1] =PriD( V=11 G pan
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where the hybrid H)’s are as defined earlier. Denote &(n) &ef 1/(Q) - p(n)).
Combining, as before, the definitions of the i and i — 1 hybrids with an averaging
argument, it follows that for each such x, z, and i, there exists a z’ such that

[PrID(x, 2, M, (P, V(ED)(0) = 1]
—Pr[D(x,z, M i (x, M™(x, 7)) = 1]| > e(|x])

This almost leads to the desired contradiction. Namely, the random variables
(x, 7, (P, V*())(x)) and (x, 7z, M**(x, 7)) can be distinguished using the
algorithms D and M™*, provided we “know” i and z. But how do we get to
“know” i and z? The problem is resolved using the fact, pointed out earlier, that
the output of M** should be indistinguishable from the interactions of V** with P
even with respect to non-uniform polynomial-size circuits. Thus, in order to derive
a contradiction, it suffices to construct a non-uniform distinguisher that incorpo-
rates i and z in its description. Alternatively, we can incorporate i and z in a new
auxiliary input, denoted z”, so that 7’ is a prefix of z”, but z” looks the same as 7’
to both V* and M*. Next we shall follow the latter alternative.

Let T denote a polynomial upper bound on the time-complexity of both V*
and M*. Note that for every 7z’ determined for a pair (x, z), as before, it must
hold that |7'| < T'(]x]) (since 7" is a possible record of a partial computation of
M*(x, 2)). Let 2/ = (z/bTxD=I1 ' 7), where i and z are as before (and b denotes
the blank symbol of the work tape). We construct a probabilistic polynomial-time
algorithm D’ that distinguishes (x, z”, (P, V**(z"))(x)) and (x, 7", M**(x, ")) for
the aforementioned (x, z, i, z’)-tuples. Oninput (x, 7, ) (Where « supposedly isin
either (P, V**(z"))(x) = (P, V**(z'))(x) or M**(x, ") = M**(x, 7')), algorithm
D’ first extracts i and z from z”. Next, it uses M** to compute = Mé”z‘xl)_i(x, o).
Finally, D’ halts with output D(x, z, 8). Using the fact that V** and M** cannot
distinguish the auxiliary inputs z" and z”, we have

[Pr[D'(x,7", (P, V*(Z"))(x)) = 1] — Pr[D'(x, 7", M™(x, ")) = 1]|
= |Pr[D'(x, 2", (P, V**(2))(x)) = 1] = Pr[D'(x, 2", M™*(x, 2)) = 1]|
= |Pr[D(x. 2. Mggu—i(x. (P. V*&))(x)) = 1]
— Pr[D (x, Z, Moqup—i(x, M™(x, Z'))) = 1] ’
> e(|x|)
Contradiction (to the hypothesis that M** is a simulator for (P, V**)) follows. [J

The lemma follows. H

And What About Parallel Composition?

Unfortunately, we cannot prove that zero-knowledge (even with respect to auxiliary
input) is preserved under parallel composition. Furthermore, there exist (auxiliary-
input) zero-knowledge proofs that when played twice in parallel do yield knowledge
(to a “cheating verifier”). For further details, see Section 4.5.4.

The fact that zero-knowledge is not preserved under parallel composition of proto-
cols is indeed bad news. One might even say that this fact is a conceptually annoying
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phenomenon. We disagree with that assessment. Our feeling is that the behavior of
protocols and “games” under parallel composition is, in general (i.e., not only in the
context of zero-knowledge), a much more complex issue than their behavior under
sequential composition: in fact, in several other cases (e.g., computationally sound
proofs, proofs of knowledge, and multi-prover proof systems; see Sections 4.8, 4.7,
and 4.11, respectively), parallel composition lags behind sequential composition. Fur-
thermore, the only advantage of parallel composition over sequential composition is in
efficiency. Hence, we do not consider the non-closure under parallel composition to be
a fundamental weakness of the formulation of zero-knowledge. Yet the “non-closure”
of zero-knowledge motivates the search for alternative (related) notions that are pre-
served under parallel composition. (Such notions may be either weaker or stronger
than the formulation of zero-knowledge.) For further details, the reader is referred to
Sections 4.9 and 4.6.

4.4. Zero-Knowledge Proofs for NP

This section presents the main thrust of this chapter, namely, a method for constructing
zero-knowledge proofs for every language in A/P. The importance of this method stems
from its generality, which is the key to its many applications. Specifically, almost all
statements one might wish to prove in practice can be encoded as claims concerning
membership in languages in A/P. In particular, the construction of zero-knowledge
proofs for such statements provides a tool for “forcing” parties to properly execute any
given protocol.

The method for constructing zero-knowledge proofs for A/P languages makes es-
sential use of the concept of bit commitment. Hence, we start with a presentation of the
latter concept. (A reader who wishes to have more of the flavor of this application of
commitment schemes before studying them is encouraged to read Section 4.4.2.1 first.)

4.4.1. Commitment Schemes

Commitment schemes are basic ingredients in many cryptographic protocols. They are
used to enable a party to commit itself to a value while keeping it secret. In a later stage
the commitment is “opened,” and it is guaranteed that the “opening” can yield only a
single value determined in the committing phase. Commitment schemes are the digital
analogues of non-transparent sealed envelopes. By putting a note in such an envelope,
a party commits itself to the content of the note while keeping the content secret.

4.4.1.1. Definition

Loosely speaking, a commitment scheme is an efficient two-phase two-party protocol
through which one party, called the sender, can commit itself to a value such that the
following two conflicting requirements are satisfied.
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1. Secrecy (or hiding): At the end of the first phase, the other party, called the receiver, does
not gain any knowledge of the sender’s value. This requirement has to be satisfied even
if the receiver tries to cheat.

2. Unambiguity (or binding): Given the transcript of the interaction in the first phase, there
exists at most one value that the receiver can later (i.e., in the second phase) accept as
a legal “opening” of the commitment. This requirement has to be satisfied even if the
sender tries to cheat.

In addition, one should require that the protocol be viable, in the sense that if both parties
follow it, then at the end of the second phase the receiver gets the value committed to
by the sender. The first phase is called the commit phase, and the second phase is
called the reveal phase. We are requiring that the commit phase yield no knowledge
(at least no knowledge of the sender’s value) to the receiver, whereas the commit phase
does “bind” the sender to a unique value (in the sense that in the reveal phase the
receiver can accept only this value). We stress that the protocol is efficient in the sense
that the predetermined programs of both parties can be implemented in probabilistic
polynomial time. Without loss of generality, the reveal phase may consist of merely
letting the sender send, to the receiver, the original value and the sequence of random
coin tosses that it has used during the commit phase. The receiver will accept the value
if and only if the supplied information matches its transcript of the interaction in the
commit phase. The latter convention leads to the following definition (which refers
explicitly only to the commit phase).

Definition 4.4.1 (Bit-Commitment Scheme): A bit-commitment scheme is a
pair of probabilistic polynomial-time interactive machines, denoted (S, R) (for
sender and receiver), satisfying the following:

e Input specification: The common input is an integer n presented in unary (serving
as the security parameter).

The private input fo the sender is a bit, denoted v.

e Secrecy (or hiding): The receiver (even when deviating arbitrarily from the pro-
tocol) cannot distinguish a commitment to 0 from a commitment to 1. Namely, for
every probabilistic polynomial-time machine R* interacting with S, the probability
ensembles describing the output of R* in the two cases, namely {{S(0), R*)(1")},en
and {{S(1), R*)(1")},en, are computationally indistinguishable.

® Unambiguity (or binding): Preliminaries to the requirement:

1. A receiver’s view of an interaction with the sender, denoted (r, m), consists
of the random coins used by the receiver (r) and the sequence of messages
received from the sender (m).

2. Let 0 € {0, 1}. We say that a receiver’s view (of such interaction), (r, m), is
a possible o -commitment if there exists a string s such that m describes the
messages received by R when R uses local coins r and interacts with machine
S that uses local coins s and has input (o, 1").

(Using the notation of Definition 4.3.3, we say that (r, m) is a possible o-

commitment if (r, 77) = view i ,;.)
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3. We say that the receiver’s view (r, m) is ambiguous if it is both a possible
0-commitment and a possible 1-commitment.

The unambiguity requirement asserts that for all but a negligible fraction of the
coin tosses of the receiver there exists no sequence of messages (from the sender)
that together with these coin tosses forms an ambiguous receiver view. Namely,
for all but a negligible fraction of the r € {0, 1}P°°Y™ there is no m such that (r, 1)
is ambiguous.

The secrecy requirement is a computational one. On the other hand, the unambiguity
requirement has an information-theoretic flavor (i.e., it does not refer to computational
powers) and is sometimes referred to as perfect (or absolute). Thus, a commitment
scheme as in Definition 4.4.1 is sometimes referred to as computationally hiding and
perfectly binding. A dual definition, requiring information-theoretic secrecy and com-
putational infeasibility of creating ambiguities, is presented in Section 4.8.2. (The latter
is referred to as perfectly hiding and computationally binding.)

Canonical Reveal Phase. The secrecy requirement refers explicitly to the situation
at the end of the commit phase. On the other hand, we stress that the unambiguity
requirement implicitly assumes that the reveal phase takes the following form:

1. The sender sends to the receiver its initial private input v and the random coins s it has
used in the commit phase.

2. The receiver verifies that v and s (together with the coins () used by R in the commit
phase) indeed yield the messages that R has received in the commit phase. Verification
is done in polynomial time (by running the programs S and R).

Note that the viability requirement (i.e., asserting that if both parties follow the proto-
col, then at the end of the reveal phase the receiver gets v) is implicitly satisfied by this
convention.

4.4.1.2. Construction Based on Any One-Way Permutation

Some public-key encryption scheme can be used as a commitment scheme. This can
be done by having the sender generate a pair of keys and use the public key together
with the encryption of a value as its commitment to the value. In order to satisfy the
unambiguity requirement, the underlying public-key scheme needs to satisfy additional
requirements (i.e., the set of legitimate public keys should be efficiently recognizable,
and an encryption relative to legitimate public keys should have a unique decryption).
In any case, public-key encryption schemes have additional properties not required
of commitment schemes, and their existence seems to require stronger intractability
assumptions. (Thus, we consider the aforementioned approach to be “conceptually
wrong.”) An alternative construction, presented next, uses any one-way permutation.
Specifically, we use a one-way permutation, denoted f, and a hard-core predicate for
it, denoted b (see Section 2.5). In fact, we can use any 1-1 one-way function.

Construction 4.4.2 (Simple Bit Commitment): Ler f : {0, 1}* — {0, 1}* be a
function, and let b : {0, 1}* — {0, 1} be a predicate.

225

Downloaded from https:/www.cambridge.org/core. ETH-Bibliothek, on 22 Mar 2017 at 13:28:33, subject to the Cambridge Core terms of use
, available at https:/www.cambrdgmbgidge/ Books @rline @ Cambridge binbeersitysPress, 2009


https:/www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511546891.005
https:/www.cambridge.org/core

ZERO-KNOWLEDGE PROOF SYSTEMS

1. Commit phase: To commit to value v € {0, 1} (using security parameter n), the
sender uniformly selects s € {0, 1}" and sends the pair (f(s), b(s) @ v) to the
receiver.

2. (Canonical) reveal phase: In the reveal phase, the sender reveals the bit v and the
string s used in the commit phase. The receiver accepts the value v if f(s) =«
and b(s) ® v = o, where (a, 0) is the receiver’s view of the commit phase.

Proposition 4.4.3: Let f : {0, 1}* — {0, 1}* be a 1-1 one-way function, and let
b : {0, 1}* — {0, 1} be a hard-core predicate of f. Then the protocol presented
in Construction 4.4.2 constitutes a bit-commitment scheme.

Proof: The secrecy requirement follows directly from the fact that b is a hard-
core of f. The unambiguity requirement follows from the 1-1 property of f. In
fact, there exists no ambiguous receiver view. Namely, for each possible receiver
view (a, o), there is a unique s € {0, 1}/*! such that f(s) = «, and hence a unique
v €{0,1}suchthat b(s) v =0. R

4.4.1.3. Construction Based on Any One-Way Function

‘We now present a construction of a bit-commitment scheme that is based on the weakest
assumption possible: the existence of one-way functions. Proving that the assumption
is indeed minimal is left as an exercise (i.e., Exercise 13). On the other hand, by the
results in Chapter 3 (specifically, Theorems 3.3.3 and 3.5.12), the existence of one-way
functions implies the existence of pseudorandom generators expanding n-bit strings
into 3n-bit strings. We shall use such a pseudorandom generator in the construction
presented next.

We start by motivating the construction. Let G be a pseudorandom generator satis-
fying |G(s)| = 3 - |s|. Assume that G has the property that the sets {G(s) : s € {0, 1}"}
and {G(s) ® 1’ : s € {0, 1)} are disjoint, where o @ B denotes the bit-by-bit XOR
of the strings o and B. Then the sender can commit itself to the bit v by uniformly
selecting s € {0, 1}" and sending the message G(s) ® v*" (v* denotes the all-v k-bit-
long string). Unfortunately, the foregoing assumption cannot be justified in general, and
a slightly more complex variant is required. The key observation is that for most strings
r € {0, 1}’ the sets {G(s) : s € {0, 1}*}and {G(s) @ r : s € {0, 1}"} are disjoint. Such
astring r is called good. This observation suggests the following protocol: The receiver
uniformly selects r € {0, 1}*", hoping that it is good, and sends r to the sender. Hav-
ing received r, the sender commits to the bit v by uniformly selecting s € {0, 1}" and
sending the message G(s) if v = 0, and G(s) @ r otherwise.

Construction 4.4.4 (Bit Commitment under General Assumptions): Let G :
{0, 1}* — {0, 1}* be a function such that |G(s)| = 3 - |s| for all s € {0, 1}*.
1. Commit phase:

® To receive a commitment to a bit (using security parameter n), the receiver
uniformly selects r € {0, 1" and sends it to the sender.
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® Upon receiving the message r ( from the receiver), the sender commits to value
v € {0, 1} by uniformly selecting s € {0, 1}" and sending G(s) if v =0, and
G(s) & r otherwise.
2. (Canonical) reveal phase: In the reveal phase, the sender reveals the string s used
in the commit phase. The receiver accepts the value 0 if G(s) = o and accepts the
value 1 if G(s) ® r = «, where (r, @) is the receiver’s view of the commit phase.

Such a definition of the (canonical) reveal phase allows the receiver to accept both
values, but we shall show that that happens very rarely (if at all).

Proposition 4.4.5: If G is a pseudorandom generator, then the protocol presented
in Construction 4.4.4 constitutes a bit-commitment scheme.

Proof: The secrecy requirement follows the fact that G is a pseudorandom gen-
erator. Specifically, let U; denote the random variable uniformly distributed on
strings of length k. Then for every r € {0, 1}*", the random variables U, and
Us, @ r are identically distributed. Hence, if it is feasible to find an r € {0, 1}*"
such that G(U,) and G(U,) & r are computationally distinguishable, then either
Us, and G(U,) are computationally distinguishable or Us, & r and G(U,) & r
are computationally distinguishable. In either case, contradiction to the pseudo-
randomness of G follows.

We now turn to the unambiguity requirement. Following the motivating discus-
sion, we call r € {0, 1}*" good if the sets {G(s) : s € {0, 1}"} and {G(s) @7 : s €
{0, 1}"} are disjoint. We say that r € {0, 1}*" yields a collision between the seeds
sy and s, if G(s1) = G(s,) @ r. Clearly, r is good if it does not yield a collision
between any pair of seeds. On the other hand, there is at most one string r that
yields a collision between a given pair of seeds (sy, s3); thatis,r = G(s1) & G(s7).
Because there are at most ( 22" ) < 2%" possible pairs of seeds, fewer than 2%" strings
will yield collisions between pairs of seeds, and so all the other 3n-bit-long strings
are good. It follows that with probability at least 1 — 22"~3" the receiver selects
a good string, in which case its view (r, &) is unambiguous (since if r is good
and G(s1) = « holds for some sy, then G(s,) # « @ r must hold for all s,’s). The
unambiguity requirement follows. H

4.4.1.4. Extensions

The definition and the constructions of bit-commitment schemes are easily extended to
general commitment schemes, enabling the sender to commiit to a string rather than to a
single bit. Actually, for the purposes of the rest of this section, we need a commitment
scheme by which one can commit to a ternary value. Extending the definition and the
constructions to deal with this special case is even more straightforward.

In the rest of this section we shall need commitment schemes with a seemingly
stronger secrecy requirement than defined earlier. Specifically, instead of requiring
secrecy with respect to all polynomial-time machines, we require secrecy with respect
to all (not necessarily uniform) families of polynomial-size circuits. Assuming the

227

Downloaded from https:/www.cambridge.org/core. ETH-Bibliothek, on 22 Mar 2017 at 13:28:33, subject to the Cambridge Core terms of use
, available at https:/www.cambrdgmbgidge/ Books @rline @ Cambridge binbeersitysPress, 2009


https:/www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511546891.005
https:/www.cambridge.org/core

ZERO-KNOWLEDGE PROOF SYSTEMS

existence of non-uniformly one-way functions (see Definition 2.2.6 in Section 2.2),
commitment schemes with non-uniform secrecy can be constructed, using the same
construction as in the uniform case. Thus, we have the following:

Theorem 4.4.6: Suppose there exist non-uniformly one-way functions (as in
Definition 2.2.6). Then there exists a bit-commitment scheme (as in Definition
4.4.1) for which the secrecy condition also holds with respect to polynomial-size
circuits.

4.4.2. Zero-Knowledge Proof of Graph Coloring

Presenting a zero-knowledge proof system for one AN/P-complete language implies
the existence of a zero-knowledge proof system for every language in \/P. This intu-
itively appealing statement does require a proof, which we postpone to a later stage. In
the current section we present a zero-knowledge proof system for one A/P-complete
language, specifically Graph 3-Colorability. This choice is indeed arbitrary.

The language Graph 3-Coloring, denoted G3C, consists of all simple (finite) graphs
(i.e., no parallel edges or self-loops)'? that can be vertex-colored using three colors such
that no two adjacent vertices are given the same color. Formally, a graph G = (V, E)
is 3-colorable if there exists a mapping ¢ : V — {1, 2, 3} such that ¢(u) # ¢(v) for
every (u,v) € E.

4.4.2.1. Motivating Discussion

The idea underlying the zero-knowledge proof system for G3C is to break the proof
of the claim that a graph is 3-colorable into polynomially many pieces arranged in
templates so that each template by itself will yield no knowledge and yet all the templates
put together will guarantee the validity of the main claim. Suppose that the prover
generates such pieces of information, places each of them in a separate sealed and non-
transparent envelope, and allows the verifier to open and inspect the pieces participating
in one of the templates. Then certainly the verifier gains no knowledge in the process,
yet its confidence in the validity of the claim (that the graph is 3-colorable) increases.
A concrete implementation of this abstract idea follows.

To prove that the graph G = (V, E) is 3-colorable, the prover generates a random
3-coloring of the graph, denoted ¢ (actually arandom relabeling of a fixed coloring will
do). The color of each single vertex constitutes a piece of information concerning the 3-
coloring. The set of templates corresponds to the set of edges (i.e., each pair (¢ (u), ¢(v)),
where (1, v) € E, constitutes a template to the claim that G is 3-colorable). Each single
template (being merely a random pair of distinct elements in {1, 2, 3}) will yield no
knowledge. However, if all the templates are OK (i.e., each contains a pair of distinct
elements in {1, 2, 3}), then the graph must be 3-colorable. Consequently, graphs that

13A simple finite graph is a pair (V, E), where V is a finite set and E is a set of 2-subsets of V; that is,
E C {e C V :|e] =2}. The elements of V are called vertices, and the elements of E are called edges. Although
each edge is an unordered pair of two elements in V', we use the ordered-pair notation (u, v) € E rather than the
notation {u, v} € E. For e = (u, v) € E, we say that u and v are the endpoints of e and that u is adjacent to v.
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are not 3-colorable must contain at least one bad template and hence will be rejected
with noticeable probability. Following is an abstract description of the resulting zero-
knowledge interactive proof system for G3C.

e Common input: A simple graph G = (V, E).

® Prover’s first step: Let ¢ be a 3- colonng of G. The prover selects a random permutation
m over {1, 2, 3} and sets ¢(v) _fn(w(v)) for each v € V. Hence, the prover forms a
random relabeling of the 3-coloring vr. The prover sends the verifier a sequence of |V|
locked and non-transparent boxes such that the vth box contains the value ¢(v).

o Verifier’s first step: The verifier uniformly selects an edge (u, v) € E and sends it to the
prover.

® Motivating remark: The verifier asks to inspect the colors of vertices u and v.
® Prover’s second step: The prover sends to the verifier the keys to boxes u# and v.

e Verifier’s second step: The verifier opens boxes u and v and accepts if and only if they
contain two different elements in {1, 2, 3}.

Clearly, if the input graph is 3-colorable, then the prover can cause the verifier to always
accept. On the other hand, if the input graph is not 3-colorable, then any content placed
in the boxes must be invalid on at least one edge, and consequently the verifier will
reject with probability atleast 1 /| E|. Hence, the foregoing protocol exhibits a noticeable
gap in the acceptance probabilities between the case of inputs in G3C and the case of
inputs not in G3C. The zero-knowledge property follows easily in this abstract setting,
because one can simulate the real interaction by placing a random pair of different colors
in the boxes indicated by the verifier. We stress that this simple argument will not be
possible in the digital implementation, because the boxes are not totally unaffected by
their contents (but rather are affected, yet in an indistinguishable manner). Finally, we
remark that confidence in the validity of the claim (that the input graph is 3-colorable)
can be increased by sequentially applying the foregoing proof sufficiently many times.
(In fact, if the boxes are perfect, as assumed, then one can also use parallel repetitions;
however, the boxes are not perfect in the digital implementation presented next.)

4.4.2.2. The Interactive Proof

We now turn to the digital implementation of the abstract protocol. In this implemen-
tation the boxes are implemented by a commitment scheme. Namely, for each box, we
invoke an independent execution of the commitment scheme. This will enable us to
execute the reveal phase for only some of the commitments, a property that is crucial
to our scheme. For simplicity of exposition, we use the simple commitment scheme
presented in Construction 4.4.2 (or, more generally, any one-way-interaction commit-
ment scheme). We denote by C, (o) the commitment of the sender, using coins s, to the
(ternary) value o.

Construction 4.4.7 (A Zero-Knowledge Proof for Graph 3-Coloring):

e Common input: A simple (3-colorable) graph G = (V, E). Letn &ef |V]and V =
{1,...,n}
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® Auxiliary input to the prover: A 3-coloring of G, denoted .

e Prover’s first step (P1): The prover selects a random permutation w over {1, 2, 3}
and sets ¢(v) dof (Y (v)) foreach v € V. The prover uses the commitment scheme
to commit itself to the color of each of the vertices. Namely, the prover uniformly
and independently selects sy, ..., s, € {0, 1}", computes ¢; = Cy,(¢(i)) for each
i € V,andsends cy, ..., c, to the verifier.

o Verifier’s first step (V1): The verifier uniformly selects an edge (u,v) € E and
sends it to the prover.

® Prover’s second step (P2): Without loss of generality, we can assume that the
message received from the verifier is an edge, denoted (u, v). (Otherwise, the prover
sets (u, v) to be some predetermined edge of G.) The prover uses the (canonical)
reveal phase of the commitment scheme in order to reveal the colors of vertices
u and v to the verifier. Namely, the prover sends (s,, ¢(u)) and (s, ¢(v)) to the
verifier.

e Verifier’s second step (V2): The verifier checks whether or not the values corre-
sponding to commitments u and v were revealed correctly and whether or not
these values are different. Namely, upon receiving (s, o) and (s, ), the verifier
checks whether or not ¢, = Cs(0), ¢, = Cy(7), and o # t (and both o and t are
in {1, 2, 3}). If all conditions hold, then the verifier accepts. Otherwise it rejects.

Let us denote this prover’s program by Pgsc.

We stress that the program of the verifier and that of the prover can be implemented in
probabilistic polynomial time. In the case of the prover’s program, this property is made
possible by use of the auxiliary input to the prover. As we shall later see, the foregoing
protocol constitutes a weak interactive proof for G3C. As usual, the confidence can be
increased (i.e., the error probability can be decreased) by sufficiently many successive
applications. However, the mere existence of an interactive proof for G3C is obvious
(since G3C € N'P). The punch line is that this protocol is zero-knowledge (also with
respect to auxiliary input). Using the sequential-composition-lemma (Lemma 4.3.11),
it follows that polynomially many sequential applications of this protocol will preserve
the zero-knowledge property.

Proposition 4.4.8: Suppose that the commitment scheme used in Construc-
tion 4.4.7 satisfies the (non-uniform) secrecy and the unambiguity requirements.
Then Construction 4.4.7 constitutes an auxiliary-input zero-knowledge (general-
ized) interactive proof for G3C.

For further discussion of Construction 4.4.7, see Section 4.4.2.4.

4.4.2.3. The Simulator: Proof of Proposition 4.4.8

We first prove that Construction 4.4.7 constitutes a weak interactive proof for G3C.
Assume first that the input graph is indeed 3-colorable. Then if the prover follows the
specified program, the verifier will always accept (i.e., accept with probability 1). On
the other hand, if the input graph is not 3-colorable, then no matter what the prover
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does, the n commitments sent in Step P1 cannot correspond to a 3-coloring of the
graph (since such coloring does not exist). We stress that the unique correspondence of
commitments to values is guaranteed by the unambiguity property of the commitment
scheme. It follows that there must exist an edge (u, v) € E such that ¢, and c,, sent in
Step P1, are not commitments to two different elements of {1, 2, 3}. Hence, no matter
how the prover behaves, the verifier will reject with probability at least 1 /| E|. Therefore,
there is a noticeable (in the input length) gap between the acceptance probabilities in
the case in which the input is in G3C and in the case in which it is not.

We shall now show that Pg;3c, the prover program specified in Construction 4.4.7, is
indeed zero-knowledge for G3C. The claim is proved without reference to auxiliary-
input (to the verifier), but an extension of the argument to auxiliary-input zero-
knowledge is straightforward. Again, we use the alternative formulation of zero-
knowledge (i.e., Definition 4.3.3) and show how to simulate V*’s view of the interaction
with Pg3c for every probabilistic polynomial-time interactive machine V*. As in the
case of the Graph Isomorphism proof system (i.e., Construction 4.3.8), it is easy to
simulate the verifier’s view of the interaction with Pg;3c, provided that the verifier fol-
lows the specified program. However, we need to simulate the view of the verifier in
the general case (in which the verifier uses an arbitrary polynomial-time interactive
program). Following is an overview of our simulation (i.e., of our construction of a
simulator M* for an arbitrary V*).

The simulator M* incorporates the code of the interactive program V*. On input
a graph G = (V, E), the simulator M* (not having access to a 3-coloring of G) first
uniformly and independently selects n values ey, ..., e, € {1,2, 3} and constructs a
commitment to each of them. (These e;’s constitute a “pseudo-coloring” of the graph
in which the endpoints of each edge will be colored differently with probability %.)
In doing so, the simulator behaves very differently from Pg3c, but nevertheless the
sequence of commitments thus generated is computationally indistinguishable from
the sequence of commitments to a valid 3-coloring sent by Pg3c in Step P1. If V¥,
when given the commitments generated by the simulator, asks to inspect an edge (u, v)
such that e, # e,, then the simulator can indeed answer correctly, and in doing so
it completes a simulation of the verifier’s view of the interaction with Pg3c. How-
ever, if V* asks to inspect an edge (u, v) such that ¢, = ¢,, then the simulator has
no way to answer correctly, and we let it halt with output L. We stress that we do
not assume that the simulator “knows” a priori which edge the verifier V* will ask to
inspect. The validity of the simulator stems from a different source. If the verifier’s
request were oblivious of the prover’s commitment, then with probability % the veri-
fier would have asked to inspect an edge that was properly colored. Using the secrecy
property of the commitment scheme, it follows that the verifier’s request is “almost
oblivious” of the values in the commitments. The zero-knowledge claim follows (yet,
with some effort). Further details follow. We start with a detailed description of the
simulator.

Simulator M*. On input a graph G = (V, E), where n = |V, the simulator M* pro-
ceeds as follows:
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1. Setting the random tape of V*: Let ¢(-) denote a polynomial bounding the running time
of V*. The simulator M* starts by uniformly selecting a string r € {0, 1}9* to be used
as the content of the local random tape of V*.

2. Simulating the prover’s first step (P1): The simulator M* uniformly and independently

selectsn valuesey, ..., e, € {1, 2, 3} andnrandom strings sy, .. ., s, € {0, 1}" tobeused
for committing to these values. The simulator computes, for each i € V, a commitment
d; = Cy,(e)).

3. Simulating the verifier’s first step (V1): The simulator M* initiates an execution of
V* by placing G on V*’s common-input tape, placing r (selected in Step 1) on V*’s
local random tape, and placing the sequence (dy, ..., d,) (constructed in Step 2) on
V*’s incoming-message tape. After executing a polynomial number of steps of V*, the
simulator can read the outgoing message of V*, denoted m. Again, we assume without
loss of generality thatm € E andlet (u, v) = m. (Actually,m ¢ E is treated as in Step P2
of Pg3c; namely, (u, v) is set to be some predetermined edge of G.)

4. Simulating the prover’s second step (P2): If e, # e,, then the simulator halts with output
(G’ r, (dl L) dn)7 (Sua €u, Su, eU))'

5. Failure of the simulation: Otherwise (i.e., e, = e,), the simulator halts with output L.

Using the hypothesis that V* is polynomial-time, it follows that so is the simulator M*.
It is left to show that M* outputs L with probability at most % and that, conditioned on
not outputting L, the simulator’s output is computationally indistinguishable from the
verifier’s view in a “real interaction with Pgs¢.” The proposition will follow by running
the simulator n times and outputting the first output different from L. We now turn to
proving the two claims.

Claim 4.4.8.1: For every sufficiently large graph G = (V, E), the probability
that M*(G) = L is bounded above by %

(Actually, a stronger claim can be proved: For every polynomial p and all
sufﬁciently large graphs G = (V, E), the probability that M*(G) = L is bounded

above by + = p(\VD )

Proof: Letus denote by p, (G, r, (e, ..., e,)) the probability, taken over all the
choices of sy, ..., s, € {0, 1}", that V*, on input G, random coins r, and prover
message (Cy,(e1), ..., Cs,(e,)), replies with the message (u, v). We assume, for
simplicity, that V* always answers with an edge of G (since otherwise its message
is treated as if it were an edge of G). We first claim that for every sufficiently
large graph G = (V, E), every r € {0, 1}9™, every edge (u, v) € E, and every
two sequences «, 8 € {1, 2, 3}", it holds that

|pu,v(Gvr’ a) pu v(G’ 1 (42)

Pl = JE|

Actually, we can prove the following sub-claim.

Request Obliviousness Sub-Claim: For every polynomial p(-), every suffi-
ciently large graph G = (V, E), every r € {0, 1}9", every edge (u, v) € E, and
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every two sequences «, € {1, 2, 3}", it holds that

1
|pu,v(Ga r, a) - pu,v(Ga r, ﬂ)| S VN
p(n)
The Request Obliviousness Sub-Claim is proved using the non-uniform secrecy
of the commitment scheme. The reader should be able to fill out the details of
such a proof at this stage. (Nevertheless, a proof of the sub-claim follows.)

Proof of the Request Obliviousness Sub-Claim: Assume, on the contrary, that
there exists a polynomial p(-) and an infinite sequence of integers such that for each
integer n (in the sequence) there exists an n-vertex graph G, = (V,, E,), a string
rn € {0, 1}4™ an edge (u,, v,) € E,, and two sequences «,,, B, € {1, 2, 3}"* such that

’pu,,,v,l(Gna Tn, O‘n) - pu,l,v,l(Gn» n, ;Bn)‘ > —
p(n)

We construct a circuit family { A, } by letting A, incorporate the interactive machine V*,
the graph G, and r,, u,, v,, o, By, all being as in the contradiction hypothesis. On
input y (supposedly a sequence of commitments to either «,, or ), circuit A, runs V*
(on input G, coins r,, and prover’s message y) and outputs 1 if and only if V* replies
with (u,, v,). Clearly, {A,} is a (non-uniform) family of polynomial-size circuits. The
key observation is that A, distinguishes commitments to ¢, from commitments to ,,,
since

PI’[A,, (CU'(X”(QI)» ceey CU,(,”)(e")> = 1] = Pu,,v, (Gns Tn, (61, ceey en))

where the U,Ei)’s denote, as usual, independent random variables uniformly distributed
over {0, 1}". Contradiction to the (non-uniform) secrecy of the commitment scheme
follows by a standard hybrid argument (which relates the indistinguishability of se-
quences of commitments to the indistinguishability of single commitments).

Returning to the proof of Claim 4.4.8.1, we now use this sub-claim to upper-bound
the probability that the simulator outputs _L. The intuition is simple: Because the
requests of V* are almost oblivious of the values to which the simulator has
committed itself, it is unlikely that V* will request to inspect an illegally colored
edge more often than it would if it had made the request without looking at the
commitment. Thus, V* asks to inspect an illegally colored edge with probability
approximately % and so Pri{M*(G) = 1]~ % A more rigorous (but straightfor-
ward) analysis follows.

Let M(G) denote the output of machine M* on input G, conditioned on the
event that it chooses the string r in Step 1. We remind the reader that M (G) = L
only in the case in which the verifier, on input G, random tape r, and a commitment

to some pseudo-coloring (ey, . . ., e,), asks toinspect an edge (u, v) thatis illegally
colored (i.e., e, = ¢,). Let E, ..., denote the set of edges (1, v) € E that are
illegally colored (i.e., satisfy e, = e,) with respectto (e, ..., e,). Then, fixing an
arbitrary » and considering all possible choices of e = (ey, ..., ¢,) € {1, 2, 3}",
we have

1
PIMIG)=11= 3 =+ > pualGr@)

2e(1,2,3)" (u,0)eEx
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(Recall that p, ,(G, r, e) denotes the probability that the verifier will ask to inspect

(u, v) when given a sequence of random commitments to the values e.) Define

B, , to be the set of n-tuples (ey, ..., e,) € {1, 2, 3}" satisfying e, = e,. Clearly,

|B,,| =3""!, and

{(e, (u,v))reef{l,2,3}" &(u,v) € Eg} = {(e, (u,v)):e € {1,2,3}" &e, = e}
= {(e, W, v)): (u,v) € E&e € B, ,}

By straightforward calculation we get

PrIMi(G)=11=—- > > p.(G.re

ee{1,2,3)"  (u,v)€E;

=3in- Y. Y PG

(u,v)€E 2€By,

1 1
< —- Buv' qua919 1 Py
<5 2 Bl (p,( . ( )>+2|E|>
(uv)eE
1
=ct3 2 PGl 1)
(u,v)eE
_1+1
6 3

where the inequality is due to Eq. (4.2). The claim follows. [J

For simplicity, we assume in the sequel that on common input G € G3C the prover
gets the lexicographically first 3-coloring of G as auxiliary input. This enables us to
omit the auxiliary input to Pgsc (which is now implicit in the common input) from
the notation. The argument is easily extended to the general case where Pg3c gets an
arbitrary 3-coloring of G as auxiliary input.

Claim 4.4.8.2: The ensemble consisting of the output of M* on input G =
(V, E) € G3C, conditioned on it not being _L, is computationally indistinguish-
able from the ensemble {Views?c(G)}Gng. Namely, for every probabilistic
polynomial-time algorithm A, every polynomial p(-), and all sufficiently large
graphs G = (V, E),

1
r(VD
We stress that these ensembles are very different (i.e., the statistical distance
between them is very close to the maximum possible), and yet they are com-
putationally indistinguishable. Actually, we can prove that these ensembles are
indistinguishable also by (non-uniform) families of polynomial-size circuits. At
first glance it seems that Claim 4.4.8.2 follows easily from the secrecy property
of the commitment scheme. Indeed, Claim 4.4.8.2 is proved using the secrecy
property of the commitment scheme, but the proof is more complex than one
might anticipate at first glance. The difficulty lies in the fact that the foregoing
ensembles consist not only of commitments to values but also of openings of some
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of the values. Furthermore, the choice of which commitments are to be opened
depends on the entire sequence of commitments. (We take advantage of the fact
that the number of such openings is a constant.)

Proof: Let m*(G) denote the distribution of M*(G) conditioned on M*(G) # L.
For any algorithm A, we denote the distinguishing gap of A, regarding the en-
sembles in the claim, by €4(G); that is,

def

e(G) = |Pr[A(m*(G)) = 1] — Pr[A(view}?*(G)) = 1]| 4.3)

Our goal is to prove that for every probabilistic polynomial-time algorithm A,
the value of €4(G) is negligible as a function of the number of vertices in G.
Recall that for G = (V, E) both m*(G) and View€23C(G) are sequences of the
form (r, (ay, ..., o)), (, v), (S4, Ou, Sy, 0,)), where r € {0, 114V (u,v) € E,
o, # 0, €{1,2,3}, 0, = C;,(0,), and o0, = C;,(0,). In both cases, the pair (i, v)
is called the verifier’s request.

Given a graph G = (V, E), we define for each edge (1, v) € E two random
variables describing, respectively, the output of M* and the view of V* in a real
interaction in the case in which the verifier’s request equals (u, v). Specifically:

® 1,,(G) describes M*(G) (equivalently, m*(G)) conditioned on M*(G) (equiva-
lently, m*(G)) having the verifier’s request equal to (u, v).

* v, ,(G) describes V1ew %*“(G) conditioned on VlewP“( (G) having the verifier’s
request equal to (u, v).

Let p, ,(G) denote the probability that m*(G) has the verifier’ s request equal
to (u, v). Similarly, let ¢, ,(G) denote the probability that VleW %*¢(G) has the
verifier’s request equal to (u, v).

Assume, contrary to the claim, that the ensembles mentioned in the claim are
computationally distinguishable. Then one of the following cases must occur.

Case 1: There is a non-negligible difference between the probabilistic profile of
the request of V* when interacting with Pg3¢ and that of the verifier’s request in
the output represented by m*(G). Formally, there exists a polynomial p(-) and an
infinite sequence of integers such that for each integer n (in the sequence) there
exists an n-vertex graph G, = (V,, E,) and an edge (u,, v,) € E, such that

1
| Punun(G ) = Quy 0, (G)| >
pn)
Otherwise, for every polynomial p’, all but finitely many G’s, and all edges (u, v)
in such G = (V, E), it holds that

|Puv(G) = quo(G)] = 4.4

1
p'(vD
Case 2: An algorithm distinguishing the foregoing ensembles also does so con-
ditioned on V* making a particular request. Furthermore, this request occurs with
non-negligible probability that is about the same for both ensembles. Formally,
there exists a probabilistic polynomial-time algorithm A, a polynomial p(-), and

235

Downloaded from https:/www.cambridge.org/core. ETH-Bibliothek, on 22 Mar 2017 at 13:28:33, subject to the Cambridge Core terms of use
, available at https:/www.cambridgmbdgidge/Books@rline @ Cambridge bisbeersitysPress, 200


https:/www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511546891.005
https:/www.cambridge.org/core

ZERO-KNOWLEDGE PROOF SYSTEMS

an infinite sequence of integers such that for each integer n (in the sequence) there
exists an n-vertex graph G, = (V,, E,) and an edge (u,, v,) € E, such that the
following conditions hold:

® Qu,, Un(G ) (n)
b |pun,v,,(Gn) qumvn(G”N < 3-[zl(n)2

* |PrlA(u, v, (Gp)) = 1] = PrlA(vy, 4,(Gp)) = 11| > W

The fact that if Case 1 does not hold, then Case 2 does hold follows by breaking
the probability space according to the edge being revealed. The obvious details
follow:

Consider an algorithm A that distinguishes the simulator’s output from the real in-
teraction for infinitely many graphs G = (V, E), where the distinguishing gap is a
reciprocal of a polynomial in the size of G; i.e., e4(G) > 1/poly(|V]). Let req,, ,(«)
denote the event that in transcript «, the verifier’s request equals (u, v). Then there
must be an edge («, v) in G such that

|PrIA(m*(G)) = 1 &req, ,(m*(G))]

£4(G)
- |E]

— Pr[A (v1ewvﬁC (G)) =1&req,, (Vlewv*“ (G))] |

Note that
Puv(G) = Prlreq, ,(m*(G))]
Qu.(G) = Pr[requ » (Vlewvizc (G))]
PriA(pu,v(G)) = 1] = PrlA(m™(G)) = 1|req, ,(m*(G))]
PrlA(v, »(G) = 1] = Pr[ (v1ewvi‘((G)) =1 |requ U(Vlew‘,ﬁC(G))]
Thus, omitting G from some of the notations, we have

£a(G)
|E|

|Puo - PrIA(a,o(G)) = 1] = qu.v - PrIA(y,0(G) = 1]] =

Setting p(|V|) = & 82|(%\) (i.e., so that g?écl;) p(\VI)) and using Eq. (4.4) (with p’

3p%), we get | puy — qunl < 35y and

1
|4u,v . Pr[A(,uu,v(G)) = 1] —quy Pr[A(Vu,v(G)) = 1]| > ——
1Z04);

for all but finitely many of these G’s. Thus, both ¢, , > 1/p(]V|) and
IPrTA(1u,0(G)) = 1] — Pr[A(vyv(G)) = 11| > 1/p(IV])
follow.

Case 1 can immediately be discarded because it leads easily to contradiction
(to the non-uniform secrecy of the commitment scheme): The idea is to use the
Request Obliviousness Sub-Claim appearing in the proof of Claim 4.4.8.1. Details
are omitted. We are thus left with Case 2.

We are now going to show that Case 2 also leads to contradiction. To this
end we shall construct a circuit family that will distinguish commitments to
different sequences of values. Interestingly, neither of these sequences will equal
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4.4. ZERO-KNOWLEDGE PROOFS FOR NP

the sequence of commitments generated either by the prover or by the simulator.
Following is an overview of the construction. The nth circuit gets a sequence
of 3n commitments and produces from it a sequence of n commitments (part of
which is a subsequence of the input). When the input sequence to the circuit is
taken from one distribution, the circuit generates a subsequence corresponding
to the sequence of commitments generated by the prover. Likewise, when the
input sequence (to the circuit) is taken from the other distribution, the circuit will
generate a subsequence corresponding to the sequence of commitments generated
by the simulator. We stress that the circuit does so without knowing from which
distribution the input is taken. After generating an n-long sequence, the circuit
feeds it to V*, and depending on V*’s behavior the circuit may feed part of the
sequence to algorithm A (mentioned in Case 2). Following is a detailed description
of the circuit family.

Let us denote by v, the (lexicographically first) 3-coloring of G, = (V,, E,)
used by the prover, where V,, = {1, ..., n}. We construct a circuit family, denoted
{A,}, by letting A, incorporate the interactive machine V*, the “distinguishing”
algorithm A, the graph G,, the 3-coloring v, and the edge (u,, v,), all being
as guaranteed in Case 2. The input to circuit A, will be a sequence of commit-
ments to 3n values, each in {1, 2, 3}. The circuit will distinguish commitments to
a uniformly chosen 3n-long sequence from commitments to the fixed sequence
1"2"3" (i.e., the sequence consisting of n 1-values, followed by n 2-values, fol-
lowed by n 3-values). Following is a description of the operation of A,. In this
description, for e € {1, 2, 3}, we denote by C(e) the random variable obtained by
uniformly selecting s € {0, 1}" and outputting C,(e). We extend this notation to
sequences over {1, 2, 3} (i.e.,, C(ey, ..., e;) = C(ey), ..., C(e;), where indepen-
dent randomization is used in each commitment).

Operation of A,: On input y = (yy, ..., y3,) (Where each y; supposedly is a
commitment to an element of {1, 2, 3}), the circuit A, proceeds as follows:

e A, first selects uniformly a permutation 7 over {1, 2, 3} and computes ¢(i) =
(Y, (i)) foreach i € V,.
Note that (¢(u,), ¢(v,)) is uniformly distributed among the six possible pairs
of distinct elements of {1, 2, 3}.
® Foreachi € V, \ {uy, v,}, the circuit sets ¢; = Yg(iyn—n+i (.€.,¢; = yiif (i) =1,
Ci = Ynti £ (D) =2, and ¢; = yo; if $(0) = 3).
Note that each y; is used at most once and that 2n + 2 of the y;’s are not used

at all.
¢ Thecircuituniformly selects s, , sy, € {0, 1}" andsetsc,, = C;, (¢(u,))andc,, =
Cs,, (@(0n).
In case y is taken from the distribution C(1"2"3"), the sequence cy, ..., ¢, just

formed is distributed exactly as the sequence of commitments sent by the prover
in Step P1. On the other hand, suppose that y is uniformly distributed among all
possible commitments to all possible 3n-long sequences (i.e., y is formed by uni-

formly selectinga € {1, 2, 3}*" and outputting C(«)). Then the sequencecy, . . ., ¢,
just formed is distributed exactly as the sequence of commitments formed by the
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simulator in Step 2, conditioned on vertices u, and v, being assigned different
colors.

® The circuit initiates an execution of V* by placing G, on V*’s common-input tape,
placing a uniformly selected r € {0, 1}9"” on V*’s local random tape, and placing
the sequence (cy, ..., c,) on V*’s incoming-message tape. The circuit reads the
outgoing message of V*, denoted m.

* Ifm # (u,, v,), then the circuit outputs 0.

e Otherwise (i.e., m = (u,, v,)), the circuit invokes algorithm A and outputs

A(Gn: Fo(C1y e vy Cn)s (su,lv d(un), v, ¢(Un)))

Clearly, the size of A, is polynomial in n. We now evaluate the distinguishing
ability of A,. Let us first consider the probability that circuit A, will output 1 on
input a random commitment to the sequence 1"2"3". The reader can easily verify
that the sequence (cy, . . . , ¢,) constructed by circuit A, is distributed identically to
the sequence sent by the prover in Step P1. Hence, recalling some of the notations
introduced earlier, we get

Pr[An(C(1n2n371)) = 1] = Qu,,,vn(Gn) : Pr[A(vun,vn(Gn)) = 1]

On the other hand, we consider the probability that circuit A, will output 1
on input a random commitment to a uniformly chosen 3n-long sequence over
{1, 2, 3}. The reader can easily verify that the sequence (cy, ..., ¢,) constructed
by circuit A, is distributed identically to the sequence (dy, ..., d,) generated by
the simulator in Step 2, conditioned one,, # e,,. (Recall thatd; = C(e;).) Letting
T, denote a random variable uniformly distributed over {1, 2, 3}*", we get

PrA(C(T5)) = 11 = pl, . (Gu) - Pr[A(1tu,.0,(G) = 1]

where p,  (G,) denotes the probability that in Step 3 of the simulation the
verifier will answer with (u,, v,), conditioned on e,, # e,,. Using the fact that
the proof of Claim 4.4.8.1 actually establishes that |Pr[M*(G,) # L] — §| is
negligible in n, it follows that | P;n,v,,(Gn) — Pu,, (G| < W for all but at
most finitely many G,’s.

Justification for the last assertion: Note that p;wn(Gn) and py, ,, (G,) refer to
the same event (i.e., V*’s request equals (u,, v,)), but under a different conditional
space (i.e., either e,, # e,, or M*(G,) # L). In fact, it is instructive to consider in
both cases the event that V*’s request equals (u,, v,) and e,, # e,, . Denoting the latter
event by X, we have'

4For further justification of the following equations, let X’ denote the event that V*’s request equals (u,, vy),
and observe that X is the conjunction of X and e, # ey,. Then:

® By definition, p;wn(G,,) = Pr[X'|e,, # ey,], which equals Pr[X'&e,, # ey, 1/Prles, # ey,]1=
Pr[X1/Prley, # ey,].

® By definition, py, .,(G,) = Pr[X’'|M*(G,) # L]. Note that the conjunction of M*(G,) # L and X’
implies e,, # e,,, and so the former conjunction implies X. On the other hand, X implies M*(G,) # L.
It follows that Pr[M*(G,,) # L] - Pr[X'|M*(G,) # 1] = Pr[X' & M*(G,) # 1] = Pr[X & M*(G,) #
11 = Pr[X]. We conclude that p,,, v, (G,) = Pr[X]/Pr[M*(G,) # L].
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o P, (G = Pr[Xle,, # e,] = PrIX]/Ptle,, # e,,]
® Pupo,(Ga) = PHXIM*(G,) # L] = Pr{X]/Pt{M*(G,) # L]

Using Prley, # ey, ] = % ~ Pr[M*(G,) # L], where ~ denotes equality up to a neg-
ligible (in n) quantity, it follows that Ip;,,,v,,(Gﬂ) — Du, v, (Gp)| is negligible (in n).
Using the conditions of case 2, and omitting G,, from the notation, it follows that

2
< e —
3 p(n)?

! !
’pu,,,vn ~ GQuy v, | = ‘pu,,,vn = Pupva| + ‘Pun,vn — Quy,v,

Combining the foregoing, we get

[Pr[A,(C(1"2"3")) = 1] — Pr[A,(C(T3,)) = 1]
= |qu,,,v,, : Pr[A(v”nvvn) = 1] - p/MnsUn ’ PF[A(/_,LM”,%) = 1”

Z q”na”n ' |Pr[A(v”nv”n) = 1] - Pr[A(M”n'”n) = 1]| - |p;nvvn - q”"'v"
1 1 2 1

> . — =
p(n) pm) 3-pmn)y 3. pn)y
Hence, the circuit family {A, } distinguishes commitments to {1”2"3"} from com-
mitments to {73,}. Combining an averaging argument with a hybrid argument, we
conclude that there exists a polynomial-size circuit family that distinguishes com-
mitments. This contradicts the non-uniform secrecy of the commitment scheme.
Having reached contradiction in both cases, Claim 4.4.8.2 follows. OJ

Combining Claims 4.4.8.1 and 4.4.8.2 (and using Exercise 9), the zero-knowledge
property of Pgsc follows. This completes the proof of the proposition. H

4.4.2.4. Concluding Remarks

Construction 4.4.7 has been presented using a unidirectional commitment scheme. A
fundamental property of such schemes is that their secrecy is preserved in case (poly-
nomially) many instances are invoked simultaneously. The proof of Proposition 4.4.8
indeed took advantage on this property. We remark that Construction 4.4.4 also pos-
sesses this simultaneous secrecy property (although it is not unidirectional), and hence
the proof of Proposition 4.4.8 can be carried out if the commitment scheme used is
the one of Construction 4.4.4 (see Exercise 15). We recall that this latter construc-
tion constitutes a commitment scheme if and only if such schemes exist at all (since
Construction 4.4.4 is based on any one-way function, and the existence of one-way
functions is implied by the existence of commitment schemes).

Proposition 4.4.8 assumes the existence of a non-uniformly secure commitment
scheme. The proof of the proposition makes essential use of the non-uniform security
by incorporating instances in which the zero-knowledge property fails into circuits that
contradict the security hypothesis. We stress that the sequence of “bad” instances is
not necessarily constructible by efficient (uniform) machines. In other words, the zero-
knowledge requirement has some non-uniform flavor. A uniform analogue of zero-
knowledge would require only that it be infeasible to find instances in which a verifier
gains knowledge (and not that such instances do not exist at all). Using a uniformly
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secure commitment scheme, Construction 4.4.7 can be shown to be uniformly zero-
knowledge.

By itself, Construction 4.4.7 has little practical value, since it offers a very mod-
erate acceptance gap (between inputs from inside and outside of the language). Yet,
repeating the protocol, on common input G = (V, E), for k - | E| times (and letting the
verifier accept only if all iterations are acceptance) will yield an interactive proof for
G3C with error probability bounded by e~*, where e ~ 2.718 is the natural-logarithm
base. Namely, on common input G € G3C, the verifier always accepts, whereas on
common input G ¢ G3C, the verifier accepts with probability bounded above by e~*
(no matter what the prover does). We stress that by virtue of the sequential-composition
lemma (Lemma 4.3.11), if these iterations are performed sequentially, then the result-
ing (strong) interactive proof is zero-knowledge as well. Setting k to be any super-
logarithmic function of |G| (e.g., k = |G]), the error probability of the resulting in-
teractive proof is negligible. We remark that it is unlikely that the interactive proof
that results by performing these k - |E| iterations in parallel is zero-knowledge; see
Section 4.5.4.

An important property of Construction 4.4.7 is that the prescribed prover (i.e., Pg3c)
can be implemented in probabilistic polynomial time, provided that it is given as aux-
iliary input a 3-coloring of the common-input graph. As we shall see, this property is
essential for application of Construction 4.4.7 to the design of cryptographic protocols.

As mentioned earlier, the choice of G3C as a “bootstrapping” N P-complete lan-
guage is totally arbitrary. It is quite easy to design analogous zero-knowledge proofs
for other popular A/P-complete languages using the underlying ideas presented in
Section 4.4.2.1 (i.e., the motivating discussion).

4.4.3. The General Result and Some Applications

The theoretical and practical importance of a zero-knowledge proof for Graph
3-Coloring (e.g., Construction 4.4.7) follows from the fact that it can be applied to
prove, in zero-knowledge, any statement having a short proof that can be efficiently
verified. More precisely, a zero-knowledge proof system for a specific A/P-complete
language (e.g., Construction 4.4.7) can be used to present zero-knowledge proof sys-
tems for every language in N'P.

Before presenting zero-knowledge proof systems for every language in NP, let us
recall some conventions and facts concerning A/P. We first recall that every language
L € NP is characterized by a binary relation R satisfying the following properties:

e There exists a polynomial p(-) such that for every (x, y) € R, it holds that |y| < p(|x]|).
e There exists a polynomial-time algorithm for deciding membership in R.
e [ ={x:3ws.t (x,w) e R}
(Such a w is called a witness for the membership of x € L.)
Actually, each language in NP can be characterized by infinitely many such relations.

Yet for each L € N'P, we fix and consider one characterizing relation, denoted R;.
Because G3C is N'P-complete, we know that L is polynomial-time-reducible (i.e.,
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Karp-reducible) to G3C. Namely, there exists a polynomial-time-computable function
f such that x € L if and only if f(x) € G3C. Last, we observe that the standard
reduction of L to G3C, denoted f;, has the following additional property:

® There exists a polynomial-time-computable function, denoted gy, such that for every
(x, w) € Ry, it holds that g1 (x, w) is a 3-coloring of fr(x).

We stress that this additional property is not required by the standard definition of a
Karp reduction. Yetit can be easily verified (see Exercise 16) that the standard reduction
f1 (i.e., the composition of the generic reduction of L to SAT, the standard reductions
of SAT to 3SAT, and the standard reduction of 3SAT to G3C) does have such a
corresponding g, . Using these conventions, we are ready to “reduce” the construction
of zero-knowledge proofs for NP to a zero-knowledge proof system for G3C.

Construction 4.4.9 (A Zero-Knowledge Proof for a Language L € N'P):

e Common input: A string x (supposedly in L).

® Auxiliary input to the prover: A witness, w, for the membership of x € L (i.e., a
string w such that (x, w) € Rp).

® Local pre-computation: Each party computes G &f fL(x). The prover computes
v & gr(x, w).

® Invoking a zero-knowledge proof for G3C: The parties invoke a zero-knowledge
proof on common input G. The prover enters this proof with auxiliary input V.

Clearly, if the prescribed prover in the G3C proof system can be implemented in prob-
abilistic polynomial time when given an A/P-witness (i.e., a 3-coloring) as auxiliary
input, then the same holds for the prover in Construction 4.4.9.

Proposition 4.4.10: Suppose that the sub-protocol used in the last step of
Construction 4.4.9 is indeed an auxiliary-input zero-knowledge proof for G3C.
Then Construction 4.4.9 constitutes an auxiliary-input zero-knowledge proof
for L.

Proof: The fact that Construction 4.4.9 constitutes an interactive proof for L is
immediate from the validity of the reduction (and the fact that it uses an interactive
proof for G3C). At first glance it seems that the zero-knowledge property of
Construction 4.4.9 follows just as easily. There is, however, a minor issue that
one should not ignore: The verifier in the zero-knowledge proof for G3C invoked
in Construction 4.4.9 possesses not only the common-input graph G but also
the original common input x that reduces to G. This extra information might
have helped this verifier to extract knowledge in the G3C interactive proof if it
were not the case that this proof system is also zero-knowledge with respect to
the auxiliary input. Details follow.

Suppose we need to simulate the interaction of a machine V* with the prover of
Construction 4.4.9, on common input x. Without loss of generality, we can assume
that machine V* invokes an interactive machine V** that interacts with the prover
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of the G3C interactive proof, on common input G = f;(x), and has auxiliary
input x. Using the hypothesis that the G3C interactive proof is auxiliary-input
zero-knowledge, it follows that there exists a simulator M** that on input (G, x)
simulates the interaction of V** with the G3C prover (on common input G and the
verifier’s auxiliary input x). Hence the simulator for Construction 4.4.9, denoted
M*, operates as follows: On input x, the simulator M* computes G &f fr(x) and
outputs M**(G, x). The proposition follows. H

An alternative way of resolving the minor difficulty addressed earlier is to observe that
the function f; (i.e., the one induced by the standard reductions) can be inverted in
polynomial time (see Exercise 17). In any case, we immediately get the following:

Theorem 4.4.11: Suppose that there exists a commitment scheme satisfying the
(non-uniform) secrecy and unambiguity requirements. Then every language in
NP has an auxiliary-input zero-knowledge proof system. Furthermore, the pre-
scribed prover in this system can be implemented in probabilistic polynomial time
provided it gets the corresponding N'P-witness as auxiliary input.

We remind the reader that the condition of the theorem is satisfied if (and only if)
there exist (non-uniformly) one-way functions: See Theorem 3.5.12 (asserting that one-
way functions imply pseudorandom generators), Proposition 4.4.5 (asserting that pseu-
dorandom generators imply commitment schemes), and Exercise 13 (asserting that
commitment schemes imply one-way functions).

Applications: An Example

A typical application of Theorem 4.4.11 is to enable one party to prove some property
of its secret without revealing the secret. For concreteness, consider a party, denoted
S, that makes a commitment to another party, denoted R. Suppose that at a later stage,
party S is willing to reveal partial information about the committed value but is not
willing to reveal all of it. For example, party S may want to reveal a single bit indicating
whether or not the committed value is larger than some value specified by R. If party S
sends only this bit, party R cannot know if the bit sent is indeed the correct one. Using
a zero-knowledge proof allows § to convince R of the correctness of the revealed bit
without yielding any additional knowledge. The existence of such a zero-knowledge
proof follows from Theorem 4.4.11 and the fact that the statement to be proved is of
NP type (and that S knows the corresponding N P-witness).

A reader who is not fully convinced of the validity of the foregoing claims (i.e., regarding
the applicability of Theorem 4.4.11) may want to formalize the story as follows: Let v
denote the value to which § commits, let s denote the randomness it uses in the commitment
phase, and let ¢ def C,(v) be the resulting commitment (relative to the commitment scheme
C). Suppose that S wants to prove to R that ¢ is a commitment to a value greater than u. So
what S wants to prove (in zero-knowledge) is that there exist v and s such that ¢ = Cs(v)
and v > u, where ¢ and u are known to R. Indeed, this is an A ‘P-type statement, and S
knows the corresponding NP-witness (i.e., (v, 5)), since it has picked v and s by itself.
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Formally, we define a language

L {(c,u):3Fv,sst.c=Cs(v)and v > u}

Clearly, the language L is in NP, and the A"P-witness for (c, ) € L is a pair (v, s), as
shown. Hence, Theorem 4.4.11 can be applied.

Additional examples are presented in Exercise 18. Other applications will appear in
Volume 2.

We stress that because it is a general (and in some sense generic) result, the con-
struction underlying Theorem 4.4.11 cannot be expected to provide a practical solution
(especially in simple cases). Theorem 4.4.11 should be viewed as a plausibility argu-
ment: It asserts that there is a wide class of cryptographic problems (that amount to
proving the consistency of a secret-dependent action with respect to some public infor-
mation) that are solvable in principle. Thus, when faced with such a problem in practice,
one can infer that a solution does exist. This is merely a first step, to be followed by the
search for a practical solution.

Zero-Knowledge for Any Language in ZP

Interestingly, the result of Theorem 4.4.11 can be extended “to the maximum,” in the
sense that under the same conditions every language having an interactive proof system
also has a zero-knowledge interactive proof system. Namely:

Theorem 4.4.12: Suppose that there exists a commitment scheme satisfying the
(non-uniform) secrecy and unambiguity requirements. Then every language in
TP has a zero-knowledge proof system.

We believe that this extension (of Theorem 4.4.11 to Theorem 4.4.12) does not have
much practical significance. Theorem 4.4.12 is proved by first converting the inter-
active proof for L into a public-coin interactive proof with perfect completeness (see
Section 4.2.3). In the latter proof system, the verifier is supposed to send random strings
(regardless of the prover’s previous messages) and decide whether or not to accept by
applying some polynomial-time predicate to the full transcript of the communication.
Thus, we can modify this proof system by letting the new prover send commitments
to the messages sent by the original (public-coin-system) prover, rather than sending
these messages in the clear. Once this “encrypted” interaction is completed, the prover
proves in zero-knowledge that the original verifier would have accepted the hidden
transcript (this is an AP statement). Thus, Theorem 4.4.12 is proved by applying
Theorem 4.4.11.

4.4.4. Second-Level Considerations

When presenting zero-knowledge proof systems for every language in N'P, we made
no attempt to present the most efficient construction possible. Our main concern was
to present a proof that is as simple to explain as possible. However, once we know
that zero-knowledge proofs for /P exist, it is natural to ask how efficient they can

243

Downloaded from https:/www.cambridge.org/core. ETH-Bibliothek, on 22 Mar 2017 at 13:28:33, subject to the Cambridge Core terms of use
, available at https:/www.cambrdgmbgidge/ Books @rline @ Cambridge binbeersitysPress, 2009


https:/www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511546891.005
https:/www.cambridge.org/core

ZERO-KNOWLEDGE PROOF SYSTEMS

be. More importantly, we introduce and discuss a more refined measure of the “actual
security” of a zero-knowledge proof, called knowledge tightness.

In order to establish common ground for comparing zero-knowledge proofs, we have
to specify a desired measure of error probability for these proofs. An instructive choice,
used in the sequel, is to consider the complexity of zero-knowledge proofs with error
probability 27, where k is a parameter that may depend on the length of the common
input. Another issue to bear in mind when comparing zero-knowledge proofs concerns
the assumptions under which they are valid. Throughout this entire subsection we stick
to the assumption used thus far (i.e., the existence of one-way functions).

4.4.4.1. Standard Efficiency Measures

Natural and standard efficiency measures to be considered are as follows:

® The communication complexity of the proof. The most important communication mea-
sure is the round complexity (i.e., the number of message exchanges). The total number
of bits exchanged in the interaction is also an important consideration.

e The computational complexity of the proof (specifically, the number of elementary steps
taken by each of the parties).

Communication complexity seems more important than computational complexity as
long as the trade-off between them is “reasonable.”

To demonstrate these measures, we consider the zero-knowledge proof for G3C pre-
sented in Construction 4.4.7. Recall that this proof system has a very moderate accep-
tance gap, specifically 1/|E|, on common input graph G = (V, E). Thus, Construction
4.4.7 has to be applied sequentially k - | E| times in order to result in a zero-knowledge
proof with error probability e, where e &~ 2.718 is the natural-logarithm base. Hence,
the round complexity of the resulting zero-knowledge proof is O(k - | E|), the bit com-
plexity is O(k - |E| - |V |?), and the computational complexity is O(k - | E| - poly(|V])),
where the polynomial poly(-) depends on the commitment scheme in use.

Much more efficient zero-knowledge proof systems can be custom-made for spe-
cific languages in N'P. Furthermore, even if one adopts the approach of reducing the
construction of zero-knowledge proof systems for /P languages to the construction
of a zero-knowledge proof system for a single NP-complete language, efficiency
improvements can be achieved. For example, using Exercise 20, one can present
zero-knowledge proofs for the Hamiltonian-cycle problem (again with error 27%) having
round complexity O(k), bit complexity O(k - |V |**¥), and computational complexity
O(k - |V|**9®), where ¢ > 0 is a constant depending on the desired security of the
commitment scheme (in Construction 4.4.7 and in Exercise 20 we chose ¢ = 1). Note
that complexities depending on the instance size are affected by reductions among
problems, and hence a fair comparison is obtained by considering the complexities for
the generic problem (i.e., Bounded Halting).

The round complexity of a protocol is a very important efficiency consideration, and
it is desirable to reduce it as much as possible. In particular, it is desirable to have zero-
knowledge proofs with constant numbers of rounds and negligible error probability.
This goal is pursued in Section 4.9.
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4.4.4.2. Knowledge Tightness

The foregoing efficiency measures are generic in the sense that they are applicable to
any protocol (independent of whether or not it is zero-knowledge). Because security
and efficiency often are convertible from one to the other (especially in this context),
one should consider refined measures of efficiency only in conjunction with a refined
measure of security.

In contrast to the generic (efficiency) measures, we consider a (security) measure
specific to zero-knowledge, called knowledge tightness. Intuitively, knowledge tight-
ness is a refinement of zero-knowledge that is aimed at measuring the “actual security”
of the proof system, namely, how much harder the verifier needs to work, when not
interacting with the prover, in order to compute something that it can compute after in-
teracting with the prover. Thus, knowledge tightness is the ratio between the (expected)
running time of the simulator and the running time of the verifier in the real interaction
simulated by the simulator. Note that the simulators presented thus far, as well as all
known simulators, operate by repeated random trials, and hence an instructive measure
of tightness should consider their expected running times (assuming they never err,
i.e., never output the special L symbol), rather than the worst case. (Alternatively,
one can consider the running time of a simulator that outputs L with probability at
most %.)

Definition 4.4.13 (Knowledge Tightness): Lert : N — N be a function. We say
that a zero-knowledge proof for language L has knowledge tightness 7(-) if there
exists a polynomial p(-) such that for every probabilistic polynomial-time verifier
V* there exists a simulator M* (as in Definition 4.3.2) such that for all sufficiently
long x € L we have

Timey: () = p(x) _
Timey«(x) -

where Timey«(x) denotes the expected running time of M* on input x, and
Timey+«(x) denotes the running time of V* on common input x.

We assume a model of computation that allows one machine to emulate another
machine at the cost of only the running time of the latter machine. The purpose of
polynomial p(-) in the foregoing definition is to take care of generic overhead created
by the simulation (this is important only in case the verifier V* is extremely fast). We
remark that the definition of zero-knowledge does not guarantee that the knowledge
tightness is polynomial. Yet all known zero-knowledge proofs, and, more generally, all
zero-knowledge properties demonstrated using a single simulator with black-box access
to V*, have polynomial knowledge tightness. In particular, Construction 4.3.8 (like the
construction in Exercise 20) has knowledge tightness 2, whereas Construction 4.4.7 has
knowledge tightness approximately % We believe that knowledge tightness is a very
important efficiency consideration and that it is desirable to have it be a constant.

We comment that the notion of knowledge tightness is also instructive in reconciling
statements like the following:
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ZERO-KNOWLEDGE PROOF SYSTEMS

1. Executing Construction4.4.7 O (log n) times in parallel, where 7 is the number of vertices
in the graph, results in a zero-knowledge proof system.

2. Executing Construction 4.4.7 more than O(logn) times (say O((logn) - (loglogn))
times) in parallel is not known to result in a zero-knowledge proof system. (Further-
more, it is unlikely that the resulting proof system can be shown to be zero-knowledge;
see Section 4.5.4.2.)

The gap between these conflicting statements seems less dramatic once one real-
izes that executing Construction 4.4.7 k(n) = O(logn) times in parallel results in a
zero-knowledge proof system of knowledge tightness approximately (3/2)*™. (See
Exercise 19.)

4.5.* Negative Results

In this section we review some negative results concerning zero-knowledge. These re-
sults indicate that some of the shortcomings of the results and constructions presented in
previous sections are unavoidable. Most importantly, Theorem 4.4.11 asserts the exis-
tence of (computational) zero-knowledge interactive proof systems for NP, assuming
that one-way functions exist. Three questions arise naturally:

1. Unconditional results: Can one prove the existence of (computational) zero-knowledge
proof systems for A'P without making any assumptions?

2. Perfect zero-knowledge: Can one present perfect zero-knowledge proof systems for A/'P
even under some reasonable assumptions?

3. The role of randomness and interaction: For example, can one present error-free zero-
knowledge proof systems for N'P?

The answers to all these questions seem to be negative.

Another important question concerning zero-knowledge proofs is their preservation
under parallel composition. We shall show that, in general, zero-knowledge is not pre-
served under parallel composition (i.e., there exists a pair of zero-knowledge protocols
that when executed in parallel will leak knowledge, in a strong sense). Furthermore,
we shall consider some natural proof systems, obtained via parallel composition of
zero-knowledge proofs (e.g., the one of Construction 4.4.7), and indicate that it is
unlikely that the resulting composed proofs can be proved to be zero-knowledge.

Organization. We start by reviewing some results regarding the essential roles of both
randomness and interaction in Theorem 4.4.11 (i.e., the existence of zero-knowledge
proofs for N'P). For these results we also present the relatively simple proof ideas (see
Section 4.5.1). Next, in Section 4.5.2, we claim that the existence of zero-knowledge
proofs for AP implies some form of average-case one-way hardness, and so the as-
sumption in Theorem 4.4.11 cannot be totally eliminated. In Section 4.5.3 we consider
perfect zero-knowledge proof systems, and in Section 4.5.4, the composition of zero-
knowledge protocols.

246

Downloaded from https:/www.cambridge.org/core. ETH-Bibliothek, on 22 Mar 2017 at 13:28:33, subject to the Cambridge Core terms of use

, available at https:/www.cambrdgmbgidge/ Books @rline @ Cambridge binbeersitysPress, 2009


https:/www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511546891.005
https:/www.cambridge.org/core

4.5 NEGATIVE RESULTS

Jumping ahead, we mention that all the results presented in this section, except
Theorem 4.5.8 (i.e., the limitation of perfect zero-knowledge proofs), apply also to
zero-knowledge arguments as defined and discussed in Section 4.8.

4.5.1. On the Importance of Interaction and Randomness

We call a proof system trivial if it is a proof system for a language in BPP.
Because languages in BPP can be decided by the verifier without any interaction
with the prover, such proof systems are of no use (at least as far as cryptography is
concerned).

On the Triviality of Unidirectional Zero-Knowledge Proofs. A unidirectional proof
system is one in which a single message is sent (i.e., from the prover to the verifier).
We show that such proof systems, which constitute a special class of interactive proofs
that includes N\ P-type proofs as special cases, are too restricted to allow non-trivial
zero-knowledge proofs.

Theorem 4.5.1: Suppose that L has a unidirectional zero-knowledge proof
system. Then L € BPP.

Proof Idea: Given asimulator M for the view of the honest verifier in this system
(as guaranteed by Definition 4.3.3), we construct a decision procedure for L. On
input x, we invoke M (x) and obtain (w, r), where w supposedly is a message sent
by the prover and r € {0, 1}* supposedly is the random tape of the verifier. We
uniformly select 7’ € {0, 1} and decide as the true verifier would have decided
upon receiving the message w and using r’ as the content of its random tape.
The hypothesis that M is a good simulator is used in the analysis of the case
x € L, whereas the soundness of the proof system (and the fact that 7’ is selected
independently of w) is used for the case x ¢ L. B

On the Essential Role of the Verifier’s Randomness. We next show that randomiza-
tion on the verifier’s part is necessary for the non-triviality of zero-knowledge proof
systems. It follows that a non-zero error probability is essential to the non-triviality
of zero-knowledge proof systems, because otherwise the verifier could always set its
random tape to be all zeros. (In fact, we can directly prove that a non-zero sound-
ness error is essential to the non-triviality of zero-knowledge proof systems and derive
Theorem 4.5.2 as a special case.')

Theorem 4.5.2: Suppose that L has a zero-knowledge proof system in which the
verifier program is deterministic. Then L € BPP.

15 Again, given a simulator M for the view of the honest verifier in this system, we construct a decision
procedure for L. On input x, we invoke M (x) and accept if and only if the output corresponds to a transcript that
the honest verifier would have accepted. The hypothesis that M is a good simulator is used in the analysis of the
case x € L, whereas the perfect soundness of the proof system is used for the case x ¢ L. Theorem 4.5.2 follows
because deterministic verifiers necessarily have zero soundness error.
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ZERO-KNOWLEDGE PROOF SYSTEMS

Proof Idea: Because the verifier is deterministic, the prover can fully determine
each of its future messages. Thus the proof system can be converted into an equiv-
alent one in which the prover simply sends to the verifier the full transcript of
an execution in the original proof system. Observe that the completeness, sound-
ness, and zero-knowledge properties of the original proof system are preserved
and that the resulting proof system is unidirectional. We conclude by applying
Theorem 4.5.1. B

On the Essential Role of the Prover’s Randomness. Finally, we show that random-
ization on the prover’s part is also necessary for the non-triviality of zero-knowledge
proof systems.

Theorem 4.5.3: Suppose that L has an auxiliary-input zero-knowledge proof
system in which the prover program is deterministic. Then L € BPP.

Note that the hypothesis (i.e., the type of zero-knowledge requirement) is stronger here.
(Computationally unbounded deterministic provers may suffice for the non-triviality
of the bare definition of zero-knowledge (i.e., Definition 4.3.2).)

Proof Idea: Suppose, without loss of generality, that the verifier is the party
sending the first message in this proof system. We consider a cheating verifier
that given an auxiliary input zy, . .., z, sends z; as its ith message. The remaining
messages of this verifier are determined arbitrarily. We first observe that because
the prover is deterministic, in a real interaction the first i < ¢ responses of the
prover are determined by zi, ..., z;. Thus, that must be essentially the case in
the simulation. We construct a decision procedure for L by emulating the in-
teraction of the prescribed prover with the prescribed verifier on common input
equal to the input to the procedure, denoted x. Toward this end, we uniformly
select and fix a random tape, denoted r, for the verifier. The emulation pro-
ceeds in iterations corresponding to the prover’s messages. To obtain the prover’s
next message, we first determine the next verifier message (by running the pro-
gram of the prescribed verifier on input x, coins r, and incoming messages as
recorded thus far). Next, we invoke the simulator on input (x, (zy, . . ., z;)), where
71, ..., 2; are the verifier’s messages determined thus far, and so we obtain and
record the prover’s ith message. Our final decision is determined by the verifier’s
decision. W

4.5.2. Limitations of Unconditional Results

Recall that Theorem 4.4.12 asserts the existence of zero-knowledge proofs for all lan-
guages in Z'P, provided that non-uniformly one-way functions exist. In this subsection
we consider the question of whether or not this sufficient condition is also neces-
sary. The following results seem to provide some (yet, weak) indication in that direc-
tion. Specifically, the existence of zero-knowledge proof systems for languages
outside of BPP implies (very weak) forms of one-wayness. In a dual way, the
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4.5 NEGATIVE RESULTS

existence of zero-knowledge proof systems for languages that are hard to approxi-
mate (in some average-case sense) implies the existence of one-way functions (but not
of non-uniformly one-way functions). In the rest of this subsection we merely provide
precise statements of these results.

Non-Triviality of ZK Implies Weak Forms of One-Wayness. By the non-triviality of
zero-knowledge we mean the existence of zero-knowledge proof systems for languages
outside of BPP (as the latter have trivial zero-knowledge systems in which the prover
does nothing). Let us clarify what we mean by “weak forms of one-wayness.” Our
starting point is the definition of a collection of one-way functions (i.e., Definition 2.4.3).
Recall that these are collections of functions, indexed by some 1 € {0, 1}*, thatare easy
to sample and evaluate but typically hard to invert. That is, a typical function f; (for
i € I)ishardtoinverton atypical image. Here we require only that there exist functions
in the collection that are hard to invert on a typical image.

Definition 4.5.4 (Collection of Functions with One-Way Instances): A collec-
tion of functions { f; : D; — {0, 1}*}, 7 is said to have one-way instances if there
exist three probabilistic polynomial-time algorithms I, D, and F such that the
following two conditions hold:

1. Easy to sample and compute: As in Definition 2.4.3.

2. Some functions are hard to invert: For every probabilistic polynomial-time algo-
rithm A’, every polynomial p(-), and infinitely many i € I,

1
PriA'G, fi(X)) € (X)) < ——
p(lil)

where X; = D(i).

Actually, because the hardness condition does not refer to the distribution induced by
I, we can omit / from the definition and refer only to the index set 1. Such a collection
contains infinitely many functions that are hard to invert, but there may be no efficient
way of selecting such a function (and thus the collection is of no real value). Still, we
stress that the hardness condition has an average-case flavor; each of these infinitely
many functions is hard to invert in a strong probabilistic sense, not merely in the worst
case.

Theorem 4.5.5: If there exist zero-knowledge proofs for languages outside of
BPP, then there exist collections of functions with one-way instances.

We remark that the mere assumption that BPP C ZP is not known to imply any
form of (average) one-wayness. Even the existence of a language in AP that is not
in BPP does not imply any form of average-case hardness; it merely implies the
existence of a function that is easy to compute but hard to invert in the worst case (see
Section 2.1).
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ZERO-KNOWLEDGE PROOF SYSTEMS

ZK for “Hard” Languages Yields One-Way Functions. Our notion of hard languages
is the following:

Definition 4.5.6: We say that a language L is hard to approximate if there
exists a probabilistic polynomial-time algorithm S such that for every proba-
bilistic polynomial-time algorithm A, every polynomial p(-), and all sufficiently
large n’s,

PHAX.) = o (X,)] < L4
rLA(X,) = xi( n)<§+%

where X, s (1™), and xy is the characteristic function of the language L (i.e.,
xL(x)=1ifx € L, and x.(x) = 0 otherwise).

For example, if f is a one-way permutation and b is a hard-core predicate for f, then
the language L ¢ Lix € {0, 1 : b(f~'(x)) = 1} € NPishard to approximate (under
the uniform distribution).

Theorem 4.5.7: If there exist zero-knowledge proofs for languages that are hard
to approximate, then there exist one-way functions.

We stress that the mere existence of languages that are hard to approximate is not known
to imply the existence of one-way functions (see Section 2.1).

4.5.3. Limitations of Statistical ZK Proofs

A theorem bounding the class of languages possessing perfect zero-knowledge proof
systems follows. In fact, the bound refers even to statistical (i.e., almost-perfect) zero-
knowledge proof systems (see Section 4.3.1.4). We start with some background. By
AM we denote the class of languages having interactive proofs that proceed as follows.
First the verifier sends a random string to the prover, next the prover answers with some
string, and finally the verifier decides whether to accept or reject based on a deterministic
computation (depending on the common input and the two strings). It is believed that
coNP is not contained in AM (or, equivalently, N'P is not contained in co.AM).
Additional support for this belief is provided by the fact that coNP € AM implies the
collapse of the Polynomial-Time Hierarchy. In any case, the result we wish to mention
is the following:

Theorem 4.5.8: [fthere exists a statistical (almost-perfect) zero-knowledge proof
system for a language L, then L € coAM. (In fact, L € coAM N AM.)

The theorem remains valid under several relaxations of statistical zero-knowledge
(e.g., allowing the simulator to run in expected polynomial-time). Hence, if some
N P-complete language has a statistical zero-knowledge proof system, then coNP C
AM, which is unlikely.
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We stress that Theorem 4.5.8 does not apply to perfect (or statistical) zero-knowledge
arguments, defined and discussed in Section 4.8. Hence, there is no conflict between
Theorem 4.5.8 and the fact that under some reasonable complexity assumptions, perfect
zero-knowledge arguments do exist for every language in N'P.

4.5.4. Zero-Knowledge and Parallel Composition

We present two negative results regarding parallel composition of zero-knowledge
protocols. These results are very different in terms of their conceptual standing: The
first result asserts the failure (in general) of the parallel-composition conjecture (i.e.,
the conjecture that running any two zero-knowledge protocols in parallel will result
in a zero-knowledge protocol), but says nothing about specific natural candidates. The
second result refers to a class of interactive proofs that contains several interesting
and natural examples, and it asserts that the members of this class cannot be proved
zero-knowledge using a general paradigm (known by the name “black-box simulation™).
The relation of the second result to this subsection follows from the fact that some of the
members in this class are obtained by parallel composition of natural zero-knowledge
proofs. We mention that it is hard to conceive an alternative way of demonstrating the
zero-knowledge property of protocols (other than by providing a black-box simulator).

We stress that by “parallel composition” we mean playing several copies of the pro-
tocol in parallel, where the prescribed (honest) parties execute each copy independently
of the other copies. Specifically, if a party is required to toss coins in a certain round,
then it will toss independent coins for each of the copies.

4.5.4.1. Failure of the Parallel-Composition Conjecture

As a warning about trusting unsound intuitions, we mention that for several years
(following the introduction of zero-knowledge proofs) some researchers insisted that
the following must be true:

Parallel-Composition Conjecture: Let P, and P, be two zero-knowledge pro-
vers. Then the prover that results from running both of them in parallel is also
zero-knowledge.

However, the parallel-composition conjecture is simply wrong.

Proposition 4.5.9: There exist two provers, P, and P, such that each is zero-
knowledge, and yet the prover that results from running both of them in parallel
vields knowledge (e.g., a cheating verifier can extract from this prover a solution
to a problem that is not solvable in polynomial time). Furthermore, the foregoing
holds even if the zero-knowledge property of each of the P;’s can be demonstrated
with a simulator that uses the verifier as a black box (as in Definition 4.5.10).

Proof Idea: Consider a prover, denoted P;, that sends “knowledge” to the ver-
ifier if and only if the verifier can answer some randomly chosen hard question
(i.e., we stress that the question is chosen by P;). Answers to such hard questions
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ZERO-KNOWLEDGE PROOF SYSTEMS

look pseudorandom, yet P; (which is not computationally bounded) can verify
their correctness. Now consider a second (computationally unbounded) prover,
denoted P,, that answers these hard questions. Each of these provers (by itself) is
zero-knowledge: P, is zero-knowledge because it is unlikely that any probabilistic
polynomial-time verifier can answer its questions, whereas P, is zero-knowledge
because its answers can be simulated by random strings. Yet, once they are played
in parallel, a cheating verifier can answer the question of P; by sending it to P, and
using the answer obtained from P, to gain knowledge from P;. To turn this idea
into a proof we need to construct a hard problem with the previously postulated
properties. B

The foregoing proposition refutes the parallel-composition conjecture by means of
exponential-time provers. Assuming the existence of one-way functions, the parallel-
composition conjecture can also be refuted for probabilistic polynomial-time provers
(with auxiliary inputs). For example, consider the following two provers P; and Ps,
which make use of proofs of knowledge (see Section 4.7). Let C be a bit-commitment
scheme (which we know to exist provided that one-way functions exist). On common
input C(1", o), where o € {0, 1}, prover P; proves to the verifier, in zero-knowledge,
that it knows o. (To this end the prover is given as auxiliary input the coins used in
the commitment.) In contrast, on common input C(1", o), prover P, asks the verifier
to prove that it knows o, and if P, is convinced, then it sends o to the verifier. This
verifier employs the same proof-of-knowledge system used by the prover P;. Clearly,
each prover is zero-knowledge, and yet their parallel composition is not.

Similarly, using stronger intractability assumptions, one can also refute the parallel-
composition conjecture with respect to almost-perfect zero-knowledge (rather than
with respect to computational zero-knowledge). (Here we let the provers use a perfect
zero-knowledge, computationally sound proof of knowledge; see Section 4.8.)

4.5.4.2. Problems Occurring with “Natural” Candidates

By definition, to show that a prover is zero-knowledge, one has to present, for each
prospective verifier V*, a corresponding simulator M* (which simulates the interac-
tion of V* with the prover). However, all known demonstrations of zero-knowledge
proceed by presenting one “universal” simulator that uses any prospective verifier V*
as a black box. In fact, these demonstrations use as a black box (or oracle) the next-
message function determined by the verifier program (i.e., V*), its auxiliary input, and
its random input. (This property of the simulators is implicit in our constructions of the
simulators in previous sections.) We remark that it is hard to conceive an alternative
way of demonstrating the zero-knowledge property (because a non-black-box usage of
a verifier seems to require some “reverse engineering” of its code). This difficulty is
greatly amplified in the context of auxiliary-input zero-knowledge.

Definition 4.5.10 (Black-Box Zero-Knowledge):

® Next-message function: Let B be an interactive Turing machine, and let x, z, and
r be strings representing a common input, an auxiliary input, and a random
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input, respectively. Consider the function By ; .(-) describing the messages sent by
machine B such that By ; ,(m) denotes the message sent by B on common input
x, auxiliary input z, random input r, and sequence of incoming messages m. For
simplicity, we assume that the output of B appears as its last message.

e Black-box simulator: We say that a probabilistic polynomial-time oracle machine
M is a black-box simulator for the prover P and the language L if for every
polynomial-time interactive machine B, every probabilistic polynomial-time or-
acle machine D, every polynomial p(-), all sufficiently large x € L, and every
z,r € {0, 1},

|Pr [DPr((P, B.(2))(x)) = 1] — Pr [DP=r (MPr(x)) = 1]| <

p(x|)

where B,(z) denotes the interaction of machine B with auxiliary input z and
random input r.
o We say that P is black-box zero-knowledge if it has a black-box simulator.

Essentially, the definition says that a black-box simulator mimics the interaction of
prover P with any polynomial-time verifier B relative to any auxiliary input (i.e., z)
that B may get and any random input (i.e., r) that B may choose. The simulator
does so (efficiently) merely by using oracle calls to B, ., (which specifies the next
message that B sends on input x, auxiliary input z, and random input ). The simula-
tion is indistinguishable from the true interaction even if the distinguishing algorithm
(i.e., D) is given access to the oracle B, ,,. An equivalent formulation is presented in
Exercise 21. Clearly, if P is black-box zero-knowledge, then it is zero-knowledge with
respect to auxiliary input (and has polynomially bounded knowledge tightness, see
Definition 4.4.13).

Theorem 4.5.11: Suppose that (P, V) is an interactive proof system with negli-
gible error probability for the language L. Further suppose that (P, V) has the
following properties:

® Constant round: There exists an integer k such that for every x € L, on input x the
prover P sends at most k messages.

® Public coins: The messages sent by the verifier V are predetermined consecutive
segments of its random tape.

e Black-box zero-knowledge.: The prover P has a black-box simulator (over the
language L).

Then L € BPP.

The theorem also holds for computationally sound zero-knowledge proof systems de-
fined and discussed in Section 4.8.

We remark that both Construction 4.3.8 (zero-knowledge proof for Graph Isomor-
phism) and Construction 4.4.7 (zero-knowledge proof for Graph Colorability) are
constant-round, use public coins, and are black-box zero-knowledge (for the corre-
sponding language). However, they do not have negligible error probability. Yet, re-
peating each of these constructions polynomially many times in parallel yields an
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ZERO-KNOWLEDGE PROOF SYSTEMS

interactive proof, with negligible error probability, for the corresponding language.'¢
Clearly the resulting proof systems are constant-round and use public coins. Hence,
unless the corresponding languages are in BPP, these resulting proof systems are not
black-box zero-knowledge.

Theorem 4.5.11 is sometimes interpreted as pointing to an inherent limitation of
interactive proofs with public coins (also known as Arthur-Merlin games). Such proofs
cannot be both round-efficient (i.e., have constant number of rounds and negligible
error) and black-box zero-knowledge (unless they are trivially so, i.e., the language
is in BPP). In other words, when constructing round-efficient zero-knowledge proof
systems (for languages notin BPP), one should use “private coins” (i.e., let the verifier
send messages depending upon, but not revealing, its coin tosses). This is indeed the
approach taken in Section 4.9.

4.6.* Witness Indistinguishability and Hiding

In light of the non-closure of zero-knowledge under parallel composition (see
Section 4.5.4), alternative “privacy” criteria that are preserved under parallel composi-
tion are of practical and theoretical importance. Two notions, called witness indistin-
guishability and witness hiding, that refer to the “privacy” of interactive proof systems
(of languages in \/'P) are presented in this section. Both notions seem weaker than zero-
knowledge, yet they suffice for some specific applications.

We remark that witness indistinguishability and witness hiding, like zero-knowledge,
are properties of the prover (and, more generally, of any interactive machine).

4.6.1. Definitions

In this section we confine ourselves to proof systems for languages in \/'P. Recall that
a witness relation for a language L € NP is a binary relation R; that is polynomially
bounded (i.e., (x, y) € R, implies |y| < poly(|x|)), is polynomial-time-recognizable
and characterizes L by

L={x:3yst (x,y) € R}

Forx € L, any y satisfying (x, y) € R, is called a witness (for the membership x € L).
We let R, (x) denote the set of witnesses for the membership x € L; thatis, R.(x) o

{y: (. y)e R}

161n fact, a super-logarithmic number of repetitions will suffice in the case of Construction 4.3.8, as well as
for a modified version of Construction 4.4.7. The modified proof system invokes Construction 4.4.7 on the graph
resulting from the input graph by applying a special polynomial-time reduction that is guaranteed by the so-called
PCP theorem. Specifically, this reduction reduces G3C to itself, so that non-members of G3C are mapped into
graphs for which every three-way partition of the vertex set has at least a constant fraction of violating edges (i.e.,
edges with both endpoints on the same side of the partition). Let ¢ > 0 be the constant guaranteed by the PCP
theorem. Then the resulting proof system has perfect completeness and soundness error at most 1 — ¢, and so a
super-logarithmic number of repetitions will yield negligible error probability.
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4.6 WITNESS INDISTINGUISHABILITY AND HIDING

4.6.1.1. Witness Indistinguishability

Loosely speaking, an interactive proof for a language L € NP is witness-independent
(resp., witness-indistinguishable) if the verifier’s view of the interaction with the prover
is statistically independent (resp., “computationally independent”) of the auxiliary in-
put of the prover. Actually, we shall specialize the requirement to the case in which the
auxiliary input constitutes an P-witness to the common input; namely, for a witness
relation R; of the language L € NP, we consider only interactions on common input
x € L, where the prover is given an auxiliary input in R, (x). By saying that the view
is computationally independent of the witness, we mean that for every two choices
of auxiliary inputs, the resulting views are computationally indistinguishable. Analo-
gously to the discussion in Section 4.3, we obtain equivalent definitions by considering
the verifier’s view of the interaction with the prover or the verifier’s output after such
an interaction. In the actual definition, we adopt the latter (i.e., “output”) formulation
and use the notation of Definition 4.3.10.

Definition 4.6.1 (Witness Indistinguishability/Independence): Let(P, V), L €
NP and V* be as in Definition 4.3.10, and let R, be a fixed witness relation
for the language L. We say that (P, V) is witness-indistinguishable for R, if
for every probabilistic polynomial-time interactive machine V* and every two
sequences W' = {w'},c; and W? = {w?},c1, such that w', w? € Ry(x), the
following two ensembles are computationally mdlstmgmshable

o {(P(w)), V*@)()}rer 201}
o {((P(w?), V@) (X)}rer ze0,1)

Namely, for every probabilistic polynomial-time algorithm D, every polynomial
p(), all sufficiently long x € L, and all z € {0, 1}*, it holds that

IPr[D(x,z, (P(w}), V¥(2))(x)) = 1]
—Pr[D(x,z, (P(w3), V*(@)) = 1]| <

1
p(lx))

We say that (P, V) is witness-independent for R; if the foregoing ensembles
are identically distributed. Namely, for every x € L, every w!, w? € R, (x), and
z € {0, 1}*, the random variables (P(w}c), V*(2))(x) and (P(w)zr), V*(2))(x) are
identically distributed.

In particular, z may equal (w!, w?). A few additional comments are in order:

e Proof systems in which the prover ignores its auxiliary input are (trivially) witness-
independent. In particular, exponential-time provers can afford to ignore their auxiliary
input (without any decrease in the probability that they will convince the verifier) and so
can be trivially witness-independent. Yet probabilistic polynomial-time provers cannot
afford to ignore their auxiliary input (since otherwise they become useless). Hence,
for probabilistic polynomial-time provers (for languages outside BPP), the witness-
indistinguishability requirement may be non-trivial.
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ZERO-KNOWLEDGE PROOF SYSTEMS

® Any zero-knowledge proof system for a language in NP is witness-indistinguishable
(since the the distribution corresponding to each witness can be approximated by the
same simulator; see details later). Likewise, perfect zero-knowledge proofs are witness-
independent.

® On the other hand, witness indistinguishability does NOT imply zero-knowledge. In
particular, any proof system for a language having unique witnesses is trivially witness-
indistinguishable, but may not be zero-knowledge. For example, for a one-way permuta-
tion f, consider the (“unnatural”) witness relation {( /' (w), w) : w € {0, 1}*}, character-
izing the set of all strings, and a prover that on common input f(w) and auxiliary input
w sends w to the verifier.

e Jtis relatively easy to see that witness indistinguishability and witness independence are
preserved under sequential composition. In the next subsection, we show that they are
also preserved under parallel composition.

An Augmented Notion. An augmented notion of witness indistinguishability requires
that whenever the common inputs to the proof system are computationally indistinguish-
able, so are the corresponding views of the verifier. That is, we augment Definition 4.6.1
as follows:

Definition 4.6.2 (Strong Witness Indistinguishability): Ler (P, V)and all other
notation be as in Definition 4.6.1. We say that (P, V) is strongly witness-
indistinguishable for R; if for every probabilistic polynomial-time interac-
tive machine V* and for every two probablllty ensembles {(X1 Y1 Z! W inen and
(X2, Y?, ZD)} e, such that each (X!, Y! Z!) ranges over (Ry x {0,1})N
({0, 1} x {0, 1}* x {0, 1}*), the following holds:

If {(X,ll, Z},)}nEN and {(X%, Zﬁ)}neN are computationally indistinguishable, then

so are ((P(Y,), V(Z))(XDlwen and {{P(Y,}), VF(ZD) XD} nen.
We stress that {(X!, Y, Z)}, ey and {(X2, Y?, Z2)},.en are not required to be compu-
tationally indistinguishable; such a requirement would trivialize the definition at least
as far as probabilistic polynomial-time provers are concerned. Definition 4.6.1 can be
obtained from Definition 4.6.2 by considering the special case in which X! and X2 are
identically distributed (and observing that no computational requirement was placed
on the {(X!, Y, Z!)},en’s). On the other hand, assuming that one-way permutations
exist, witness indistinguishability does not imply strong witness indistinguishability
(see Exercise 25). Still, one can easily show that any zero-knowledge proof system for
a language in A/P is strongly witness-indistinguishable.

Proposition 4.6.3: Let (P, V) be an auxiliary-input zero-knowledge proof system
for a language L € N'P. Then (P, V) is strongly witness-indistinguishable.

Proof Idea: Using the simulator M * guaranteed for V*, we obtain that E’ &f
{PY), VH(Z))(X )} en and gi & {M*(X Z))}aen are computationally
indistinguishable for both i’s. Thus, if E' and E? are not computationally

256

Downloaded from https:/www.cambridge.org/core. ETH-Bibliothek, on 22 Mar 2017 at 13:28:33, subject to the Cambridge Core terms of use
, available at https:/www.cambridgmbdgidge/Books@rline @ Cambridge bisbeersitysPress, 200


https:/www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511546891.005
https:/www.cambridge.org/core

4.6 WITNESS INDISTINGUISHABILITY AND HIDING

indistinguishable, then S! and S? are not computationally indistinguishable. Incor-
porating M* into the distinguisher, it follows that {(X !, Z!)},cn and {(X2, Z2)},en

are not computationally indistinguishable either. B

4.6.1.2. Witness-Hiding

We now turn to the notion of witness-hiding. Intuitively, a proof system for a language
in AP is witness-hiding if after interacting with the prover it is still infeasible for the
verifier to find an \/P-witness for the common input. Clearly, such a requirement can
hold only if it is infeasible to find witnesses from scratch. Because each NP language
has instances for which witness-finding is easy, we must consider the task of witness-
finding for specially selected hard instances. This leads to the following definitions.

Definition 4.6.4 (Distribution of Hard Instances): Let L € NP, and let R,
be a witness relation for L. Let X def {X,}ien be a probability ensemble such
that X, ranges over L N{0, 1}". We say that X is hard for R; if for every
probabilistic polynomial-time (witness-finding) algorithm F, every polynomial

p(), all sufficiently large n’s, and all 7 € {0, 1}PoY®™,

PHF(X,.2) € Ru(Xa)] < ——
p(n)

For example, if f is a (length-preserving and non-uniformly) one-way function, then
the probability ensemble { f(U,,)},en is hard for the witness relation {(f(w), w) : w €
{0, 1}*}, where U, is uniform over {0, 1}".

Definition 4.6.5 (Witness-Hiding): Let (P, V), L € N'P, and R;, be as in the
foregoing definitions. Let X = {X,,},en be a hard-instance ensemble for Ryp. We
say that (P, V) is witness-hiding for the relation R; under the instance ensemble
X if for every probabilistic polynomial-time machine V*, every polynomial p(-),
all sufficiently large n’s, and all z € {0, 1}*,

Pri(P(Y,), VI (@)(Xn) € RL(XW)] <

p(n)

where Y, is arbitrarily distributed over R;(X,).

We remark that the relationship between the two privacy criteria (i.e., witness indistin-
guishability and witness-hiding) is not obvious. Yet zero-knowledge proofs (for N'P)
are also witness-hiding (for any corresponding witness relation and any hard distribu-
tion). We mention a couple of extensions of Definition 4.6.5:

1. One can say that (P, V) is universally witness-hiding for Ry if the proof system (P, V)
is witness-hiding for R; under every ensemble of hard instances for R;. (Alterna-
tively, one can require only that (P, V') be witness-hiding for R; under every efficiently
constructible'” ensemble of hard instances for R; .)

17See Definition 3.2.5.
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2. Variants of the foregoing definitions, in which the auxiliary input z is replaced by a
distribution Z, that may depend on X,, are of interest too. Here we consider en-
sembles {(X,, Z,)}sen, Where X, ranges over L N {0, 1}". Such an ensemble is hard
for Ry if for every probabilistic polynomial-time algorithm F, the probability that
F(X,, Z,) € Ry (X)) is negligible. The system (P, V) is witness-hiding for R; under
{(Xy, Z,)}nen if for every probabilistic polynomial-time verifier V*, the probability that
(P(Yn), V*(Z))(X,) € R.(X,) is negligible.

4.6.2. Parallel Composition

In contrast to zero-knowledge proof systems, witness-indistinguishable proofs offer
some robustness under parallel composition. Specifically, parallel composition of
witness-indistinguishable proof systems results in a witness-indistinguishable system,
provided that the original prover is probabilistic polynomial-time.

Lemma 4.6.6 (Parallel-Composition Lemma for Witness Indistinguish-
ability): Ler L € N'P and Ry be as in Definition 4.6.1, and suppose that P
is probabilistic polynomial-time and (P, V) is witness-indistinguishable (resp.,
witness-independent) for R;. Let Q(-) be a polynomial, and let Py denote a
program that on common input xi,...,Xom € {0, 1}" and auxiliary input
Wi, ..., Wou € {0, 1} invokes P in parallel Q(n) times, so that in the ith copy
P is invoked on common input x; and auxiliary input w;. Then Py is witness-
indistinguishable (resp., witness-independent) for

RP S (X, ) : Vi, (xi, w;) € Ry}
where X = (x1, ..., X,) and W = (w1, ..., Wy), so thatm = Q(n) and |x;| = n
foreachi.

Proof Sketch: Both the computational and information-theoretic versions fol-
low by a hybrid argument. We concentrate on the computational version. To avoid
cumbersome notation, we consider a generic n for which the claim of the lemma
fails. (By contradiction, there must be infinitely many such n’s, and a precise argu-
ment will actually handle all these n’s together.) Namely, suppose that by using a
verifier program V}} it is feasible to distinguish the witnesses w' = (wj, ..., w),
and w? = (w?, ..., w?) used by P, in an interaction on common input ¥ €
L™. Then for some i, the program Vv, also dlstlngulshes the hybrid witnesses
R = !, . whwd,, ., w2) and BTV = ( wh Wiy, wd).
Rewrite 2" = (Wi, ..o, Wi, W, Wit - m) UH) = (Wi, ..., w;, w,
Wi42, - .., Wy), Where w; o w} if j <i,and w; def wj if j > i 4 2. We derive a
contradiction by constructing a verifier V* that distinguishes (the witnesses used
by P in) interactions with the original prover P. Details follow.

The program V* incorporates the programs P and V5 and proceeds by inter-
acting with the actual prover P and simulating m — 1 other interactions with (a
copy of program) P. The real interaction with P is viewed as the i 4+ 1 copy in
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4.6 WITNESS INDISTINGUISHABILITY AND HIDING

an interaction of Vo (with Py), whereas the simulated interactions are associated
with the other copies. Specifically, in addition to the common input x, machine V*
gets the appropriate i and the sequences X and (wy, ..., W;, Wiy, ..., Wy,) as part
of its auxiliary input. Foreach j # i 4- 1, machine V* will use x ; as common input
and w; as auxiliary input to the jth copy of P. Machine V* invokes V; on com-
mon input X and provides it an interface to a virtual interaction with Pyp. Thei + 1
component of a message @ = (&, .. ., &) sent by Vé is forwarded to the prover
P, and all other components are kept for the simulation of the other copies. When
P answers with a message 8, machine V* computes the answers for the other
copies of P (by feeding the program P the corresponding auxiliary input and the
corresponding sequence of incoming messages). It follows that V* can distinguish
the case in which P uses the witness w/, | from the case in which P uses w7, . B

This proof easily extends to the case in which several proof systems are executed
concurrently in a totally asynchronous manner (i.e., sequential and parallel executions
being two special cases).!® The proof also extends to strong witness indistinguishability.
Thus we have the following:

Lemma 4.6.7 (Parallel Composition for Strong Witness Indistinguishability):
Let L e NP, R, (P,V), O, RI?, and Py be as in Lemma 4.6.6. Then if P is
strongly witness-indistinguishable (for R ), then so is Py (for RLQ).

4.6.3. Constructions
In this section we present constructions of witness-indistinguishable and witness-hiding
proof systems.
4.6.3.1. Constructions of Witness-Indistinguishable Proofs
Using the parallel-composition lemma (Lemma 4.6.7) and the observation that zero-

knowledge proofs are (strongly) witness-indistinguishable, we derive the following:

Theorem 4.6.8: Assuming the existence of (non-uniformly) one-way functions,
every language in NP has a constant-round (strongly) witness-indistinguishable
proof system with negligible error probability. In fact, the error probability can
be made exponentially small.

We remark that no such result is known for zero-knowledge proof systems. Namely, the
known proof systems for /P variously

® are not constant-round (e.g., Construction 4.4.9), or

e have noticeable error probability (e.g., Construction 4.4.7), or

18That is, executions of polynomially many instances of the proof system are arbitrarily interleaved (in a
manner determined by the adversary); see suggestions for further reading in Section 4.12.2.
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ZERO-KNOWLEDGE PROOF SYSTEMS

® require stronger intractability assumptions (see Section 4.9.1), or

e are only computationally sound (see Section 4.9.2).

4.6.3.2. Constructions of Witness-Hiding Proofs

Witness-indistinguishable proof systems are not necessarily witness-hiding. For ex-
ample, any language with unique witnesses has a proof system that yields the unique
witness (and so may fail to be witness-hiding), yet this proof system is trivially witness-
independent. On the other hand, for some relations, witness indistinguishability implies
witness-hiding, provided that the prover is probabilistic polynomial-time. For example:

Proposition 4.6.9: Let {(f°, f!) : i € I} be a collection of (non-uniform) claw-
free functions, and let

RY {(x,wy:w=(o,r)Ax =@, x)Ax'= f7(r)}
Suppose that P is a probabilistic polynomial-time interactive machine that is
witness-indistinguishable for R. Then P is also witness-hiding for R under the
distribution generated by setting i = I(1") and x' = f*(D(0, i)), where I and D
are as in Definition 2.4.6.

By a collection of non-uniform claw-free functions we mean that even non-uniform
families of circuits {C,} fail to form claws on input distribution 7(1"), except with
negligible probability. We remark that the foregoing proposition does not relate to the
purpose of interacting with P (e.g., whether P is proving membership in a language,
knowledge of a witness, and so on).

Proof Idea: The proposition is proved by contradiction. Suppose that some prob-
abilistic polynomial-time interactive machine V* finds witnesses after interacting
with P. By the witness indistinguishability of P, it follows that V* is performing
equally well regardless of whether the witness used by P is of the form (0, -) or
is of the form (1, -). Combining the programs V* and P with the algorithm D,
we derive a claw-forming algorithm (and hence a contradiction). Specifically, the
claw-forming algorithm, on input i € 1, uniformly selects o € {0, 1}, randomly
generates r = D(o, i), computes x = (i, f°(r)), and emulates an interaction of
V* with P on common input x and auxiliary input (o, ) to P. By the witness
indistinguishability of P, the output of V* is computationally independent of
the value of o. Therefore, if on common input x, machine V* outputs a witness
w € R(x), then, with probability approximately %, we have w = (1 — o, r’), and
a claw is formed (since f°(r) = f['_" (r)). Finally, observe that we need to ana-
lyze the performance of the claw-forming algorithm on input distribution 7(1"),
and in this case the common input in the emulation of (P, V*) is distributed as in
the hypothesis of the proposition. B

Furthermore, every N/ P-relation can be “slightly modified” so that, for the modified
relation, witness indistinguishability implies witness hiding. Given a relation R, the
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modified relation, denoted R,, is defined by
Ry & {((xr1, x2), w) : i) = |xa| A Fi st (i, w) € R) 4.5)

Namely, w is a witness under R, for the instance (xi, x,) if and only if w is a witness
under R for either x; or x,.

Proposition 4.6.10: Let R and R, be as before, and let P be a probabilistic
polynomial-time interactive machine that is witness-indistinguishable for R,.
Then P is witness-hiding for R, under every distribution of pairs of hard instances
induced by an efficient algorithm that randomly selects pairs in R. That is:

Let S be a probabilistic polynomial-time algorithm that on input 1" outputs
(x, w) € R, sothat |x| = n and X, denotes the distribution induced on the first ele-
ment in the output of S(1"). Suppose that { X, },en is an ensemble of hard instances
for R. Then P is witness-hiding under the ensemble {(Xﬁ,]), Xflz))}neN, where X,(ll)
and X? denote two independent copies of X,,.

Proof Idea: Let S and {X, },cn be in the hypothesis. Suppose that some interac-
tive machine V* finds witnesses, with non-negligible probability (under the fore-
going distribution), after interacting with P. By the witness indistinguishability
of P it follows that V* is performing equally well regardless of whether the wit-
ness w used by P on common input (x;, x,) satisfies (x;, w) € R or (x3, w) € R.
Combining the programs V* and P with the algorithm S, we derive an algorithm,
denoted F*, that finds witnesses for R (under the distribution X,): On input
x € L, algorithm F* generates at random (x’, w’) = S(1*!) and sets X = (x, x’)
with probability % and ¥ = (x', x) otherwise. Algorithm F* emulates an inter-
action of V* with P on common input X and auxiliary input w’ to P, and when
V* outputs a witness w, algorithm F* checks whether or not (x, w) € R. By the
witness indistinguishability of P, the verifier cannot tell the case in which P uses
a witness to the first element of X from the case in which it uses a witness to
the second. Also, by construction of F*, if the input to F* is distributed as X,,,
then the proof system is emulated on common input (X", X®), where X" and
X® denote two independent copies of X,,. Thus, by the foregoing hypothesis, V*
finds a witness for x with non-negligible probability (taken over the distribution
of x and the random choices of F*). It follows that {X,},cx is not hard for R. B

4.6.4. Applications

Applications of the notions presented in this section are scattered in various places in
this book. In particular, strong witness-indistinguishable proof systems are used in the
construction of constant-round zero-knowledge arguments for NP (see Section 4.9.2),
witness-independent proof systems are used in the zero-knowledge proof for Graph
Non-Isomorphism (see Section 4.7.4.3), and witness-hiding proof systems are used for
the efficient identification scheme based on factoring (in Section 4.7.5).
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4.7.* Proofs of Knowledge

This section addresses the concept of “proofs of knowledge.” Loosely speaking, these
are proofs in which the prover asserts “knowledge” of some object (e.g., a 3-coloring
of a graph) and not merely its existence (e.g., the existence of a 3-coloring of the graph,
which in turn implies that the graph is in the language G3C). But what is meant by
saying that a machine knows something? Indeed, the main thrust of this section is to
address this question. Before doing so, we point out that “proofs of knowledge,” and in
particular zero-knowledge “proofs of knowledge,” have many applications to the design
of cryptographic schemes and cryptographic protocols. Some of these applications
are discussed in Section 4.7.4. Of special interest is the application to identification
schemes, which is discussed in Section 4.7.5. Finally, in Section 4.7.6 we introduce the
notion of strong proofs of knowledge.

4.7.1. Definition
4.7.1.1. A Motivating Discussion

What does it mean to say that a MACHINE knows something? Any standard dictionary
suggests several meanings for the verb fo know, and most meanings are phrased with
reference to awareness, a notion that is certainly inapplicable in our context. We must
look for a behavioristic interpretation of the verb to know. Indeed, it is reasonable to
link knowledge with ability to do something, be it (at the least) the ability to write down
whatever one knows. Hence, we shall say that a machine knows a string « if it can output
the string . But this seems total nonsense: A machine has a well-defined output — either
the output equals « or it does not. So what can be meant by saying that a machine can
do something ? Loosely speaking, it means that the machine can be easily modified so
that it will do whatever is claimed. More precisely, it means that there exists an efficient
machine that, using the original machine as a black box, outputs whatever is claimed.

So much for defining the “knowledge of machines.” Yet, whatever a machine knows
or does not know is “its own business.” What can be of interest and reference to the
outside is the question of what can be deduced about the knowledge of a machine after
interacting with it. Hence, we are interested in proofs of knowledge (rather than in mere
knowledge).

For the sake of simplicity, let us consider a concrete question: How can a machine
prove that it knows a 3-coloring of a graph? An obvious way is simply to send the
3-coloring to the verifier. Yet we claim that applying Construction 4.4.7 (i.e., the zero-
knowledge proof system for G3C) sufficiently many times results in an alternative way
of proving knowledge of a 3-coloring of the graph.

Loosely speaking, we say that an interactive machine V constitutes a verifier for
knowledge of 3-coloring if the probability that the verifier is convinced by a machine
P to accept the graph G is inversely proportional to the difficulty of extracting a
3-coloring of G when using machine P as a black box. Namely, the extraction of
the 3-coloring is done by an oracle machine, called an extractor, that is given access
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to a function specifying the behavior of P (i.e., the messages it sends in response to
particular messages it may receive). We require that the (expected) running time of the
extractor, on input G and with access to an oracle specifying P’s messages, be inversely
related (by a factor polynomial in |G|) to the probability that P convinces V to accept G.
In case P always convinces V to accept G, the extractor runs in expected polynomial
time. The same holds in case P convinces V to accept with noticeable probability.
(We stress that the latter special cases do not suffice for a satisfactory definition; see
advanced comment in Section 4.7.1.4.)

4.7.1.2. Technical Preliminaries

Let R C {0, 1}* x {0, 1}* be a binary relation. Then R(x) & {s : (x,s) € R}and Lz &

{x : ds s.t. (x,5) € R}. If (x,5) € R, then we call s a solution for x. We say that R
is polynomially bounded if there exists a polynomial p such that |s| < p(|x]|) for all
(x,s) € R. We say that R is an N'P-relation if R is polynomially bounded and, in addi-
tion, there exists a polynomial-time algorithm for deciding membership in R (indeed, it
follows that Lz € N'P). In the sequel, we confine ourselves to polynomially bounded
relations. In fact, all the applications presented in this book refer to A/P-relations.

We wish to be able to consider in a uniform manner all potential provers, without
making distinctions based on their running time, internal structure, and so forth. Yet
we observe that these interactive machines can be given auxiliary input that will enable
them to “know” and to prove more. Likewise, they may have the good fortune to select a
random input that will be more enabling than another. Hence, statements concerning the
knowledge of the prover refer not only to the prover’s program but also to the specific
auxiliary and random inputs it receives. Therefore, we fix an interactive machine as
well as all the inputs (i.e., the common input, the auxiliary input, and the random
input) to this machine. For such a prover + inputs template, we consider both the
acceptance probability (of the verifier) when interacting with this template and the use
of this template as an oracle to a “knowledge extractor.” This motivates the following
definition.

Definition 4.7.1 (Message-Specification Function): Denote by P, ,(m) the
message sent by machine P on common input x, auxiliary input y, and random
input r, after receiving messages m. The function P, , , is called the message-
specification function of machine P with common input x, auxiliary input y, and
random input r.

An oracle machine with access to the function P, , . will represent the knowledge of
machine P on common input x, auxiliary input y, and random input r. This oracle
machine, called the knowledge extractor, will try to find a solution to x (i.e., an s €
R(x)). The running time of the extractor will be required to be inversely related to
the corresponding acceptance probability (of the verifier when interacting with P on
common input x and when P has auxiliary input y and random input r.)
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4.7.1.3. Knowledge Verifiers

Now that all the machinery is ready, we present the definition of a system for proofs of
knowledge. Actually, the definition is a generalization (to be motivated by the subse-
quent applications) in which we allow an error parameter specified by the function «.
At first reading, one can set the function « to be identically zero.

Definition 4.7.2 (System for Proofs of Knowledge): Let R be a binary relation
andk : N — [0, 1]. We say that an interactive function V is a knowledge verifier
for the relation R with knowledge error « if the following two conditions hold:

® Non-triviality: There exists an interactive machine P such that for every (x, y) € R
all possible interactions of V with P on common input x and auxiliary input y are
accepting.

e Validity (with error «): There exists a polynomial q(-) and a probabilistic oracle
machine K such that for every interactive function P, every x € Ly, and every
v, r € {0, 1}¥, machine K satisfies the following condition:

Denote by p(x,y,r) the probability that the interactive machine V ac-
cepts, on input x, when interacting with the prover specified by Py , ,. If
p(x,y,r) > «(|x|), then, on input x and with access to oracle P , ., ma-
chine K outputs a solution s € R(x) within an expected number of steps
bounded by

q(|x])
p(x7 )’,”) —K(|X|)

The oracle machine K is called a universal knowledge extractor.

When «(-) is identically zero, we simply say that V is a knowledge verifier for the
relation R. An interactive pair (P, V) such that V is a knowledge verifier for a
relation R and P is a machine satisfying the non-triviality condition (with respect
to V and R) is called a system for proofs of knowledge for the relation R.

An alternative formulation of the validity condition follows. It postulates the existence of
a probabilistic oracle machine K (as before). However, instead of requiring K #x» (x) to
always output a solution within an expected time inversely proportional to p(x, y, r) —
«(|x|), the alternative requires K P> (x) to run in expected polynomial time and output
a solution with probability at least p(x, y, r) — x(|x]|). In fact, we can further relax the
alternative formulation by requiring that a solution be output with probability at least

(p(x, y,r) —«(|x]))/poly(lx|).

Definition 4.7.3 (Validity with Error «, Alternative Formulation): Let V,
Py, (with x € Lg), and p(x,y,r) be as in Definition 4.7.2. We say that V
satisfies the alternative validity condition with error « if there exists a prob-
abilistic oracle machine K and a positive polynomial q such that on input x
and with access to oracle P, , ., machine K runs in expected polynomial time
and outputs a solution s € R(x) with probability at least (p(x, y,r) — k(|x]))/

q(|x]).
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The two formulations of validity are equivalent in the case of N P-relations. The
idea underlying the equivalence is that, in the current context, success probability and
expected running time can be converted from one to the other.

Proposition 4.7.4: Let R be an NP-relation, and let V be an interactive ma-
chine. Referring to this relation R, machine V satisfies (with error k) the validity
condition of Definition 4.7.2 if and only if V satisfies (with error k) the alternative
validity condition of Definition 4.7.3.

Proof Sketch: Suppose that V satisfies the alternative formulation (with error «),
and let K be an adequate extractor and ¢ an adequate polynomial. Using the hy-
pothesis that R is an A/P-relation, it follows that when invoking K we can
determine whether or not K has succeeded. Thus, we can iteratively invoke
K until it succeeds. If K succeeds with probability s(x, y,r) > (p(x, y,r) —
k(|x]))/q(|x|), then the expected number of invocations is 1/s(x, y, r), which is
as required in Definition 4.7.2.

Suppose that V satisfies (with error «) the validity requirement of Definition
4.7.2, and let K be an adequate extractor and ¢ an adequate polynomial (such
that K runs in expected time g(|x|)/(p(x, y,r) — «(]x|))). Let p be a polyno-
mial bounding the length of solutions for R (i.e., (x, s) € R implies |s| < p(|x|)).
Then we proceed with up to p(|x|) iterations: In the ith iteration, we emulate
the computation of K P>+ (x) with time bound 2'*! - g(|x|). In case the current
iteration yields a solution, we halt outputting this solution. Otherwise, with prob-
ability % we continue to the next iteration (and with probability % we halt with a
special failure symbol). In case the last iteration is completed without obtaining a
solution, we simply find a solution by exhaustive search (using time 27D .
poly(]x])). Observe that the ith iteration is executed with probability at most
2-0=D "and so our expected running time is at most

p(xD
> 27 @ g + 270D (200D poly|x|))

i=1

=4 p(lx]) - q(|x]) + poly(|x])

To evaluate the success probability of the new extractor, note that the probabil-
ity that K "> (x) will run for more than twice its expected running time (i.e.,

twice ¢(|x])/(p(x, y,r) — k(|x]))) is less than % Also observe that in iteration
. def

i = —log,(p(x,y,r) —k(|x|)) we emulate these many steps (i.e., 2g(|x])/
(p(x, y,r) — k(]x|)) steps). Thus, the probability that we can extract a solution in
one of the first i iterations is at least § - 270~ = p(x, y, r) — k(|x|), as required
in the alternative formulation. H

Comment. The proof of Proposition 4.7.4 actually establishes that the formulation of
Definition 4.7.2 implies the formulation of Definition 4.7.3 with ¢ = 1. Thus, the for-
mulation of Definition 4.7.3 with ¢ = 1 is equivalent to its general formulation (i.e.,
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with an arbitrary polynomial ¢). We shall use this fact in the proofs of Propositions 4.7.5
and 4.7.6.

4.7.1.4. Discussion

In view of Proposition 4.7.4, we can freely use either of the two formulations of va-
lidity. The formulation of Definition 4.7.2 typically is more convenient when analyz-
ing the effect of a proof of knowledge as a sub-protocol, whereas the formulation of
Definition 4.7.3 typically is more convenient when demonstrating that a given system
is a proof of knowledge. We mention that variants of Proposition 4.7.4 also hold when
R is not an N/P-relation (see Exercise 29).

A Reflection. The notion of a proof of knowledge (and, more so, the notion of a
knowledge extractor used in formalizing it) is related to the simulation paradigm. This
relation is evident in applications in which the knowledge verifier takes some action
A after being convinced that the knowledge prover knows /C, where action A is such
that it causes no harm to the knowledge verifier if the knowledge prover indeed knows
K. Following the simulation paradigm, our definition asserts that if action A is taken
after the verifier becomes convinced that the prover knows /C, then no harm is caused,
since in some sense we can simulate a situation in which the prover actually knows XC.
Indeed, using the knowledge extractor, we can simulate the prover’s view of the entire
interaction (i.e., the proof process and the action taken afterward by the convinced
verifier): In case the prover fails, action A is not taken, and so the entire interaction is
easy to simulate. In case the prover succeeds in convincing the verifier, we extract the
relevant knowledge /C and reach a situation in which action A causes no harm (i.e., A
can be simulated based on K).

About Soundness. In the foregoing definitions, we imposed no requirements regarding
what happens when the knowledge verifier for R is invoked on common input not
in Lg. The natural requirement is that on input x ¢ Ly the verifier will accept with
probability at most «(|x|). This holds in many natural cases, but not in the conclusion
of Proposition 4.7.6. See further comments in Sections 4.7.3—4.7.6.

An Advanced Comment. A key feature of both formulations of validity is that they
handle all possible values of p(x, y, r) in a “uniform” fashion. This is crucial to most
applications (e.g., see Section 4.7.4) in which a proof of knowledge is used as a sub-
protocol (rather than as the end protocol). Typically, in the former applications (i.e.,
using a proof of knowledge as a sub-protocol), the knowledge error function is required
to be negligible (or even zero). In such cases, we need to deal with all possible values
of p(x, y, r) that are not negligible, but we do not know a priori the value of p(x, y, r).
We warn that the fact that p(x, y, r) is not negligible (as a function of |x|) does not
mean that it is noticeable (as a function of |x])."

9Recall that a function x : N — R is negligible if for every positive polynomial p and all sufficiently large
n’s, it holds that u(n) < 1/p(n), whereas a function v : N — R is noticeable if there exists a polynomial p such
that for all sufficiently large n’s, it holds that v(n) > 1/p(n). A function f : N — R may be neither negligible nor
noticeable: For example, consider the function f, defined by f(n) = 27"ifnis odd, and f(n) def n~2 otherwise.
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4.7 PROOFS OF KNOWLEDGE

4.7.2. Reducing the Knowledge Error

The knowledge error can be reduced by sequential repetitions of the proof system.
Specifically, the error drops exponentially with the number of repetitions.

Proposition 4.7.5: Let R be a polynomially bounded relation, and lett : N — N
be a polynomially bounded function. Suppose that (P, V) is a system for proof of
knowledge for the relation R with knowledge error k. Then the proof system that
results by repeating (P, V) sequentially t(|x|) times on common input x is a system
for proof of knowledge for the relation R with knowledge error «'(n) &f Kk (n)'™.

Proof Sketch: Let (P’, V') denote the protocol obtained by ¢ sequential repeti-
tions of (P, V), as in the proposition. To analyze the validity property of V', we
use the formulation of Definition 4.7.3. Given an extractor K for the basic sys-
tem, we construct an extractor K for the composed system (P’, V') as follows. On
input x, machine K uniformly selects i € {1, ..., #(|x])}, emulates the firsti — 1
iterations of the basic proof system (P, V), and invokes K; with oracle access to
the residual prover determined by the transcript of these i — 1 iterations. That is,
given oracle access to a prover strategy for the composed proof system, we first
use it to emulate the first i — 1 iterations in (P’, V'), resulting in a transcript «.
We then define a prover strategy for the basic proof system by considering the
way in which the composed-system prover behaves in the ith iteration given that
« is the transcript of the first i — 1 iterations. Using this (basic-system) prover
strategy as oracle, we invoke K in an attempt to extract a solution to x.

It is left to analyze the success probability of extractor K for fixed x € Lg
and y and r as before. Let ¢ & t(lx)), déf/c(|x|), and § & plx,y,r)—«'. (We
shall omit this fixed (x, y, r) also from the following notations.) Our aim is to
show that K extracts a solution for x with probability at least § /poly(]x|). Toward
this goal, let us denote by a; | the probability that the verifier accepts in each
of the first i — 1 iterations of the composed proof system. For every possible
transcript « of the first i — 1 iterations, we denote by p’(«) the probability that
the verifier accepts in the ith iteration when o describes the transcript of the first
i — 1 iterations. Note that if K tries to extract a solution after emulating i — 1
iterations resulting in transcript «, then its success probability is at least p/(«) — «.
Let ¢; be the expected value of p’(«) when « is selected at random among all
(i — 1)-iteration transcripts in which the verifier accepts. Then a; = a;_; - ¢;, and
the probability that K extracts a solution after emulating i — 1 iterations is at least
ai_y - (¢; — K).

Claim: Either ¢; — k > 3§/t or there exists an i > 2 such that a;_; - (¢; — k) >
8/t.

In both cases we have established an adequate lower bound on the success
probability of K; that is, K succeeds with probability at least §/¢2, where an extra
factor of ¢ is to account for the probability that K will select a good i.

Proof: Observe that if a; = ¢; < x + (§/t), then there must exist an i > 2 such
that a;_; < «'~' 4+ (i — 1)8/t) and a; > k' + (i8/t), since a, = k' + 8. Using
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this i, we have

ai1-(ci—Kk)=a; —a;_1 -«

)t
t 1

~ | &

The claim follows, and so does the proposition. l

What About Parallel Composition? As usual (see Section 4.3.4), the effect of parallel
composition is more complex than the effect of sequential composition. Consequently,
a result analogous to Proposition 4.7.5 is not known to hold in general. Still, parallel
execution of some popular zero-knowledge proofs of knowledge can be shown to reduce
the knowledge error exponentially in the number of repetitions; see Exercise 27.

Getting Rid of Tiny Error. For /' P-relations, whenever the knowledge error is smaller
than the probability of finding a solution by a random guess, one can set the knowledge
error to zero.

Proposition 4.7.6: Let R be an N'P-relation, and let q(-) be a polynomial such
that (x, y) € R implies |y| < q(|x|). Suppose that (P, V) is a system for proofs of
knowledge for the relation R, with knowledge error k(n) &l2-a00 Then (P,V)is
a system for proofs of knowledge for the relation R (with zero knowledge error).

Proof Sketch: Again, we use the formulation of Definition 4.7.3. Given a know-
ledge extractor K substantiating the hypothesis, we construct a new knowledge
extractor that first invokes K, and in case K fails, it uniformly selects a g (|x|)-bit-
long string and outputs it if and only if it is a valid solution for x. Let p(x, y, r) be
as in Definitions 4.7.2 and 4.7.3, and let s(x, y, r) > p(x, y,r) — x(|x|) denote
the success probability of K »»7(x). Then the new knowledge extractor succeeds
with probability at least

Sy, ) E s,y r) + (1 —s(x, y, r)) - 2790

The reader can easily verify that s'(x, y, r) > p(x, y, r)/2 (by separately consid-
ering the cases p(x, y,r) > 2 - «(|x|) and p(x, y,r) <2 - k(|x])), and the propo-
sition follows. W

4.7.3. Zero-Knowledge Proofs of Knowledge for NP

The zero-knowledge proof systems for Graph Isomorphism (i.e., Construction 4.3.8)
and for Graph 3-Coloring (i.e., Construction 4.4.7) are in fact proofs of knowledge (with
some knowledge error) for the corresponding languages. Specifically, Construction
4.3.8 is a proof of knowledge of an isomorphism with knowledge error % whereas
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Construction 4.4.7 (when applied on common input G = (V, E)) is a proof of knowl-
edge of a 3-coloring with knowledge error 1 — ﬁ; see Exercise 26. By iterating each
construction sufficiently many times, we can get the knowledge error to be exponen-
tially small (see Proposition 4.7.5). In fact, using Proposition 4.7.6, we get proofs of

knowledge with zero error. In particular, we have the following:

Theorem 4.7.7: Assuming the existence of (non-uniformly) one-way functions,
every N'P-relation has a zero-knowledge system for proofs of knowledge. Fur-
thermore, inputs not in the corresponding language are accepted by the verifier
with exponentially vanishing probability.

4.7.4. Applications

We briefly review some of the applications of (zero-knowledge) proofs of knowledge.
Typically, zero-knowledge proofs of knowledge are used for “mutual disclosure” of the
same information. Suppose that Alice and Bob both claim that they know something
(e.g., a 3-coloring of a common-input graph), but each is doubtful of the other’s claim.
Employing a zero-knowledge proof of knowledge in both directions is indeed a (con-
ceptually) simple solution to the problem of convincing each other of their knowledge.

Before describing the applications, let us briefly comment on how their security
is proved. Typically, a zero-knowledge proof of knowledge is used as a sub-protocol,
and rejecting in this sub-protocol means that the verifying party detects cheating. The
proof of security for the high-level protocol is by a simulation argument that utilizes
the knowledge extractor, but invokes it only in case the verifying party does not detect
cheating. Our definition of (the validity condition of) proofs of knowledge guarantees
that the simulation will run in expected polynomial time, regardless of the (a priori
unknown) probability that the verifying party will accept.

In all applications, the proof of knowledge employed has negligible soundness error
(i.e., inputs not in the corresponding language are accepted by the verifier with negligible
probability).

4.7.4.1. Non-Oblivious Commitment Schemes

When using a commitment scheme, the receiver is guaranteed that after the commit
phase the sender is committed to at most one value (in the sense that it can later “reveal”
only this value). Yet the receiver is not guaranteed that the sender “knows” to what value
the sender is committed. Such a guarantee can be useful in many settings and can be
obtained by using a proof of knowledge. For more details, see Section 4.9.2.

4.7.4.2. Protecting against Chosen Message Attacks

An obvious way of protecting against chosen message attacks on a (public-key) en-
cryption scheme is to augment the ciphertext by a zero-knowledge proof of knowledge
of the cleartext. Thus, the benefit (to the adversary) of a chosen message attack is es-
sentially eliminated. However, one should note that the resulting encryption scheme
employs bidirectional communication between the sender and the receiver (of the
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encrypted message). (Definitions and alternative constructions of encryption schemes
secure against chosen message attacks will be presented in Chapter 5 of Volume 2.)

4.7.4.3. A Zero-Knowledge Proof System for GNI

The interactive proof of Graph Non-Isomorphism (GNI) presented in Construction
4.2.8 is not zero-knowledge (unless GNI € BPP). A cheating verifier can construct
an arbitrary graph H and learn whether or not H is isomorphic to the first input graph
by sending H as a query to the prover. There is an even more appealing refutation of
the claim that Construction 4.2.8 is auxiliary-input zero-knowledge (e.g., the verifier
can check whether or not its auxiliary input is isomorphic to one of the common-
input graphs). We observe, however, that Construction 4.2.8 “would have been zero-
knowledge” if the verifier had always known the answers to its queries (as is the case for
an honest verifier). Thus, we can modify Construction 4.2.8 to obtain a zero-knowledge
proof for G NI by having the verifier prove to the prover that he (i.e., the verifier) knows
the answer to his query graph (i.e., that he knows an isomorphism to the appropriate
input graph), and the prover answers the query only if she is convinced of this claim.
Certainly, the verifier’s proof of knowledge should not yield the answer (otherwise
the prover could use that information in order to cheat, thus foiling the soundness
requirement). If the verifier’s proof of knowledge is perfect zero-knowledge, then cer-
tainly it does not yield the answer. In fact, it suffices that the verifier’s proof of knowledge
is witness-independent (as defined in Section 4.6).

4.7.5. Proofs of Identity (Identification Schemes)

Identification schemes are useful in large distributed systems in which the users are not
acquainted with one another. In such distributed systems, one wishes to allow users to
authenticate themselves to other users. This goal is achieved by identification schemes,
defined next. In the sequel, we shall also see that identification schemes are intimately
related to proofs of knowledge. We hint that a person’s identity can be linked to his
ability to do something and in particular to his ability to prove knowledge of some sort.

4.7.5.1. Definition

Loosely speaking, an identification scheme consists of a public file containing records
for each user and an identification protocol. Each (public) record consists of the name (or
identity) of a user and auxiliary identification information to be used when invoking the
identification protocol (as discussed later). The public file is established and maintained
by a trusted party that vouches for the authenticity of the records (i.e., that each record
has been submitted by the user whose name is specified in it). All users can read the
public file at all times. Alternatively, the trusted party can supply each user with a
signed copy of its public record. Suppose, now, that Alice wishes to prove to Bob
that it is indeed she who is communicating with him. To this end, Alice invokes
the identification protocol, with the (public-file) record corresponding to her name as a
parameter. Bob verifies that the parameter in use indeed matches Alice’s public record
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and proceeds by executing his role in the protocol. It is required that A1ice always be
able to convince Bob (that she is indeed A1ice), whereas nobody else can fool Bob into
believing that she/he is Alice. Furthermore, Carol should not be able to impersonate
Alice even after receiving polynomially many proofs of identity from Alice.

The identification information is generated by A1ice using a randomized algorithm.
Clearly, if the identification information is to be of any use, then A1ice must keep secret
the random coins she used to generate her record. Furthermore, A1ice must use these
stored coins during the execution of the identification protocol, but this must be done
in a way that will not allow anyone else to impersonate her later.

Conventions. In the following definition, we adopt the formalism and notations of
interactive machines with auxiliary input (presented in Definition 4.2.10). We recall
that when M is an interactive machine, we denote by M(y) the machine that results
by fixing y to be the auxiliary input of machine M. In the following definition, n is
the security parameter, and we assume with little loss of generality that the names
(i.e., identities) of the users are encoded by strings of length n. If A is a probabilistic
algorithm and x, r € {0, 1}*, then A,(x) denotes the output of algorithm A on input x
and random coins r.

Motivation. Algorithm 7 in the following definition corresponds to the procedure used
to generate identification information, and (P, V') corresponds to the identification
protocol itself. The interactive machines B’ and B” represent two components of the
adversary behavior (i.e., interacting with the user in order to extract its secrets and later
trying to impersonate it). On a first reading, the reader can ignore algorithm B’ and
the random variable 7, (in the security condition). Doing so, however, yields a weaker
condition that typically is unsatisfactory.

Definition 4.7.8 (Identification Scheme): Anidentification scheme consists ofa
pair (1, IT), where I is a probabilistic polynomial-time algorithm and 1 = (P, V)
is a pair of probabilistic polynomial-time interactive machines satisfying the
following conditions:

e Viability: For everyn € N, every a € {0, 1}*, and every s € {0, 1}P°V®),
Pri{P(s), V)(a, I;(@)) = 1] =1

e Security: For every pair of probabilistic polynomial-time interactive machines B’
and B", every polynomial p(-), all sufficiently large n € N, every a € {0, 1}", and
every z,

1
Pri(B"(z, T,), V) (e, Is,(@)) = 1| < —
B T V) D) =1] < 1
where S, is a random variable uniformly distributed over {0, 1}P°°Y™ aqnd T, is a
random variable describing the output of B'(z) after interacting with P(S,), on
common input (o, Is, (o)), for polynomially many times.

Algorithm I is called the information-generating algorithm, and the pair (P, V)
is called the identification protocol.
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Hence, to use the identification scheme, a user, say Alice, whose identity is en-
coded by the string «, should first uniformly select a secret string s, compute i & I(@),
ask the trusted third party to place the record («, i) in the public file, and store the string
s in a safe place. The viability condition asserts that Alice can convince Bob of her
identity by executing the identification protocol: Alice invokes the program P using
the stored string s as auxiliary input, and Bob uses the program V and makes sure that the
common input is the public record containing « (which is in the public file). Ignoring
for a moment the algorithm B’ and the random variable 7, the security condition
implies that it is infeasible for a party to impersonate Alice if all that this party has
is the public record of Alice and some unrelated auxiliary information (represented
by the auxiliary input z). However, such a security condition may not suffice in many
applications, since a user wishing to impersonate Alice may ask her first to prove
her identity to him/her. The (full) security condition asserts that even if Alice has
proved her identity to Carol many times in the past, still it is infeasible for Carol to
impersonate Alice. We stress that Carol cannot impersonate Alice to Bob provided
that she cannot interact concurrently with both Alice and Bob. In case this condition
does not hold, nothing is guaranteed (and indeed Carol can easily impersonate Alice
by referring Bob’s questions to Alice and answering as Alice does).

4.7.5.2. Identification Schemes and Proofs of Knowledge

A natural way to determine a person’s identity is to ask him/her to supply a proof of
knowledge of a fact that the person is supposed to know. Let us consider a specific (but
in fact quite generic) example.

Construction 4.7.9 (Identification Scheme Based on a One-Way Function):
Let f be a function. On input an identity o € {0, 1}", the information-generating
algorithm uniformly selects a string s € {0, 1}" and outputs f(s). (The pair
(o, f(s)) is the public record for the user named «.) The identification proto-
col consists of a proof of knowledge of the inverse of the second element in the
public record. Namely, in order to prove its identity, user o proves that it knows a
string s such that f(s) = r, where (a, r) is a record in the public file. (The proof
of knowledge in use is allowed to have negligible knowledge error.)

Proposition 4.7.10: If f is a one-way function and the proof of knowledge in use
is zero-knowledge, then Construction 4.7.9 constitutes an identification scheme.

Hence, identification schemes exist if one-way functions exist. Practical identification
schemes can be constructed based on specific intractability assumptions. For example,
assuming the intractability of factoring, the so-called Fiat-Shamir identification scheme,
which is actually a proof of knowledge of a modular square root, follows.

Construction 4.7.11 (The Fiat-Shamir Identification Scheme, Basic Version):
On input an identity o« € {0, 1}", the information-generating algorithm uniformly
selects a composite number N that is the product of two n-bit-long primes and
a residue s mod N, and it outputs the pair (N, s> mod N). (The pair (a, (N, s*

272

Downloaded from https:/www.cambridge.org/core. ETH-Bibliothek, on 22 Mar 2017 at 13:28:33, subject to the Cambridge Core terms of use
, available at https:/www.cambrdgmbgidge/ Books @rline @ Cambridge binbeersitysPress, 2009


https:/www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511546891.005
https:/www.cambridge.org/core

4.7 PROOFS OF KNOWLEDGE

mod N)) is the public record for user «.) The identification protocol consists
of a proof of knowledge of the corresponding modular square root. Namely, in
order to prove its identity, user o proves that it knows a modular square root of
r ¥ 52 mod N, where (a, (r, N)) is a record in the public file. (Again, negligible
knowledge error is allowed.)

The proof of knowledge of modular square roots is analogous to the proof system
for Graph Isomorphism presented in Construction 4.3.8. Namely, in order to prove
knowledge of a square root of r = s> (mod N), the prover repeats the following steps
sufficiently many times:

Construction 4.7.12 (Atomic Proof of Knowledge of Modular Square Root):
This refers to the common input (r, N'), where the prescribed prover has auxiliary
input s such that r = s> (mod N):

® The prover randomly selects a residue g modulo N and sends h & g?>mod N to
the verifier.

® The verifier uniformly selects o € {0, 1} and sends it to the prover.

® Motivation: In case o = 0, the verifier asks for a square root of h mod N, whereas
in case o = 1 the verifier asks for a square root of h - r mod N. In the sequel, we
assume, without loss of generality, that o € {0, 1}.

® The prover replies with a . g-s? mod N.

® The verifier accepts if and only if the messages h and a sent by the prover satisfy
a’>=h-r° mod N.

When Construction 4.7.12 is repeated k times, either sequentially or in parallel, the
resulting protocol constitutes a proof of knowledge of a modular square root, with
knowledge error 2% (see Exercise 27). In case these repetitions are conducted sequen-
tially, the resulting protocol is zero-knowledge. Yet, for use in Construction 4.7.11, it
suffices that the proof of knowledge be witness-hiding under the relevant distribution
(see Definition 4.6.5), even when polynomially many executions take place concur-
rently (in an asynchronous manner). Hence the resulting identification scheme has
constant-round complexity. We remark that for identification purposes it suffices to
perform Construction 4.7.12 super-logarithmically many times. Furthermore, fewer
repetitions can also be of value: When applying Construction 4.7.12 for k = O(logn)
times and using the resulting protocol in Construction 4.7.11, we get a scheme (for
identification) in which impersonation can occur with probability at most 27,

4.7.5.3. Identification Schemes and Proofs of Ability

As hinted earlier, a proof of knowledge of a string (i.e., the ability to output the string)
is a special case of a proof of ability to do something. It turns out that identification
schemes can also be based on the more general concept of proofs of ability. We avoid
defining this concept and confine ourself to two “natural” examples of using a proof of
ability as a basis for identification.

It is everyday practice to identify people by their ability to produce their signatures.
This practice can be carried into the digital setting. Specifically, the public record of
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Alice consists of her name and the verification key corresponding to her secret signing
key in a predetermined signature scheme. The identification protocol consists of Alice
signing a random message chosen by the verifier.

A second popular means of identification consists of identifying people by their
ability to answer personal questions correctly. A digital analogue of this common
practice follows. We use pseudorandom functions (see Section 3.6) and zero-knowledge
proofs (of membership in a language). The public record of Alice consists of her name
and a “commitment” to a randomly selected pseudorandom function (e.g., either via
a string-commitment to the index of the function or via a pair consisting of a random
domain element and the value of the function at that point). The identification protocol
consists of Alice returning the value of the function at a random location chosen by the
verifier and supplying a zero-knowledge proof that the value returned indeed matches
the function appearing in the public record. We remark that the digital implementation
offers more security than the everyday practice. In the everyday setting, the verifier
is given the list of all possible question-and-answer pairs and is trusted not to try to
impersonate the user. Here we have replaced the possession of the correct answers with
a zero-knowledge proof that the answer is correct.

4.7.6. Strong Proofs of Knowledge

Definitions 4.7.2 and 4.7.3 rely in a fundamental way on the notion of expected running
time. Specifically, these definitions refer to the expected running time of the knowledge
extractor. For reasons discussed in Section 4.3.1.6, we prefer to avoid the notion of
expected running time whenever possible. Thus, we consider next a more stringent
definition in which the knowledge extractor is required to run in strict polynomial time,
rather than in expected time inversely proportional to the acceptance probability (as
in Definition 4.7.2). (We also take the opportunity to postulate, in the definition, that
instances not in Ly are accepted with negligible probability; this is done by extending
the scope of the validity condition also to x’s not in Lg.)

4.7.6.1. Definition

Definition 4.7.13 (System of Strong Proofs of Knowledge): Let R be a binary
relation. We say that an interactive function V is a strong knowledge verifier
for the relation R if the following two conditions hold:

® Non-triviality: As in Definition 4.7.2.

e Strong validity: There exists a negligible function u : N — [0, 1] and a pro-
babilistic (strict) polynomial-time oracle machine K such that for every inter-
active function P and every x,y,r € {0, 1}*, machine K satisfies the following
condition:

Let p(x,y,r) and Py, be as in Definition 4.7.2. If p(x, y,r) > u(|x|), then on
input x and access to oracle Py y r, machine K outputs a solution s € R(x) with
probability at least 1 — (] x]).

The oracle machine K is called a strong knowledge extractor.
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4.7 PROOFS OF KNOWLEDGE

An interactive pair (P, V) such that V is a strong knowledge verifier for a re-
lation R, and P is a machine satisfying the non-triviality condition (with re-
spect to V and R), is called a system for strong proofs of knowledge for the
relation R.

Our choice of using p (rather than a different negligible function ') as an upper
bound on the failure probability of the extractor (in the strong validity requirement)
is immaterial. Furthermore, for NP-relations, requiring the existence of an extractor
that succeeds with noticeable probability is equivalent to requiring the existence of an
extractor that fails with exponentially vanishing probability. (That is, in the case of
N P-relations, the failure probability can be decreased by successive applications of
the extractor.) This strong validity requirement is stronger than the validity (with error
) requirement of Definition 4.7.2, in two ways:

1. The extractor in Definition 4.7.13 runs in (strict) polynomial time, regardless of the
value of p(x,y,r), whereas the extractor in Definition 4.7.2 runs in expected time
poly(n)/(p(x, y, r) — u(|x])). Note, however, that the extractor in Definition 4.7.13 is
allowed to fail with probability at most w(|x|), whereas the extractor in Definition 4.7.2
can never fail.

2. The strong validity requirement implies that x ¢ L is accepted by the verifier with
probability at most (| x|), whereas this is not required in Definition 4.7.2. This soundness
condition is natural in the context of the current definition that, unlike Definition 4.7.2,
always allows for non-zero (but negligible) error probability.

4.7.6.2. An Example: Strong (ZK) Proof of Knowledge of Isomorphism

Sequentially repeating the (zero-knowledge) proof systems for Graph Isomorphism
(i.e., Construction 4.3.8) sufficiently many times yields a strong proof of knowledge of
isomorphism. The key observation is that each application of the basic proof system
(i.e., Construction 4.3.8) results in one of two possible situations, depending on whether
the verifier asks to see an isomorphism to the first or second graph. If the prover answers
correctly in both cases, then we can retrieve an isomorphism between the input graphs
(by composing the isomorphisms provided in the two cases). If the prover fails in both
cases, then the verifier will reject regardless of what the prover does from that point on.
Specifically, the preceding discussion suggests the following construction of a strong
knowledge extractor (where we refer to repeating the basic proof systems » times and
set w(n) =27").

Strong Knowledge Extractor for Graph Isomorphism. On input (G, G,) and access
to the prover-strategy oracle P*, we proceed in n iterations, starting with i = 1. Initially,
T (the transcript thus far) is empty.

1. Obtain the intermediate graph G’ from the prover strategy (i.e., G’ = P*(T)).

2. Extract the prover’s answers to both possible verifier moves. That is, for j = 1, 2, let
Y < P*(T, j). We say that ; is correct if it is an isomorphism between G; and G'.
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3. If both v;’s are correct, then ¢ < v, "y, is an isomorphism between G| and G». In
this case we output ¢ and halt.

4. In case v; is correct for asingle j,andi < n,welet T < (T, j) and proceed to the next
iteration (i.e., i <— i + 1). Otherwise, we halt, with no output.

It can be easily verified that if this extractor halts with no output in any iteration i < n,
then the verifier (in the real interaction) accepts with probability zero. Similarly, if
the extractor halts with no output in iteration n, then the verifier (in the real interac-
tion) accepts with probability at most 27". Thus, whenever p((G, G»), -, -) > 27", the
extractor succeeds in recovering an isomorphism between the two input graphs.

4.7.6.3. Strong (ZK) Proofs of Knowledge for N"P-Relations

A similar argument can be applied to some zero-knowledge proof systems for N/P.
In particular, consider n sequential repetitions of the following basic (zero-knowledge)
proof system for the Hamiltonian-cycle (HC) problem. We consider directed graphs
(and the existence of directed Hamiltonian cycles).

Construction 4.7.14 (Basic Proof System for HC):

e Common input: a directed graph G = (V, E), withn . V.

¢ Auxiliary input to prover: a directed Hamiltonian cycle, C C E, in G.

o Prover’s first step (P1): The prover selects a random permutation w of the vertices
V and commits to the entries of the adjacency matrix of the resulting permuted
graph. That is, it sends an n-by-n matrix of commitments such that the (7 (i), w(j))
entry is a commitment to 1 if (i, j) € E and is a commitment to 0 otherwise.

o Verifier’s first step (V1): The verifier uniformly selects o € {0, 1} and sends it to
the prover.

® Motivation: ¢ = 0 means that the verifier asks to check that the matrix of commit-
ments is a legitimate one, whereas o = 1 means that the verifier asks to reveal a
Hamiltonian cycle in the permuted graph.

® Prover’s second step (P2): If o = 0, then the prover sends 1 to the verifier along
with the revealing (i.e., pre-images) of all commitments. Otherwise, the prover
reveals to the verifier only the commitments to entries (m (i), w(j)), with (i, j) € C.

e Verifier’s second step (V2): If o = 0, then the verifier checks that the revealed
graph is indeed isomorphic, via w, to G. Otherwise, the verifier simply checks
that all revealed values are 1 and that the corresponding entries form a simple
n-cycle. (Of course, in both cases, the verifier checks that the revealed values do fit
the commitments.) The verifier accepts if and only if the corresponding condition
holds.

We claim that the protocol resulting from sequentially repeating Construction 4.7.14
n times is a (zero-knowledge) strong proof of knowledge of a Hamiltonian cycle; see
Exercises 20 and 30. Because a Hamiltonian cycle is N/P-complete, we get such proof
systems for any language in \V’P. We mention that the known zero-knowledge strong
proofs of knowledge for A/P-complete languages are all costly in terms of the round-
complexity. Still, we have the following:
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Theorem 4.7.15: Assuming the existence of (non-uniformly) one-way functions,
every N'P-relation has a zero-knowledge system for strong proofs of knowledge.

4.8.* Computationally Sound Proofs (Arguments)

In this section we consider a relaxation of the notion of an interactive proof system.
Specifically, we relax the soundness condition of interactive proof systems. Instead of
requiring that it be impossible to fool the verifier into accepting false statements (with
probability greater than some bound), we require only that it be infeasible to do so. We
call such protocols computationally sound proof systems (or arguments). The advantage
of computationally sound proof systems is that perfect zero-knowledge computation-
ally sound proof systems can be constructed, under some reasonable complexity-
assumptions, for all languages in N/P. Recall that perfect zero-knowledge proof sys-
tems are unlikely to exist for all languages in NP (see Section 4.5). Also recall
that computational zero-knowledge proof systems do exist for all languages in NP,
provided that one-way functions exist. Hence, the previously quoted positive results
exhibit some kind of a trade-off between the soundness and zero-knowledge proper-
ties of the zero-knowledge protocols of N'P. (We remark, however, that the perfect
zero-knowledge computationally sound proofs for AP are constructed under stronger
complexity-theoretic assumptions than are the ones used for the computational zero-
knowledge proofs. It is indeed an interesting research project to try to construct perfect
zero-knowledge computationally sound proofs for NP under weaker assumptions, in
particular, assuming only the existence of one-way functions.)

We mention that it seems that computationally sound proof systems can be much
more efficient than ordinary proof systems. Specifically, under some plausible com-
plexity assumptions, extremely efficient computationally sound proof systems (i.e.,
requiring only poly-logarithmic communication and randomness) exist for any lan-
guage in NP. An analogous result cannot hold for ordinary proof systems unless NP
is contained in deterministic quasi-polynomial time (i.e., NP C Dtime(2P°M¢)),

4.8.1. Definition

The definition of computationally sound proof systems follows naturally from the
foregoing discussion. The only issue to consider is that merely replacing the soundness
condition of Definition 4.2.4 with a computational-soundness condition leads to an
unnatural definition, since the computational power of the prover in the completeness
condition (in Definition 4.2.4) is not restricted. Hence, it is natural to restrict the prover
in both (the completeness and soundness) conditions to be an efficient one. It is crucial
to interpret “efficient” as being probabilistic polynomial-time given auxiliary input
(otherwise, only languages in BPP will have such proof systems). Hence, our starting
point is Definition 4.2.10 (rather than Definition 4.2.4).

Definition 4.8.1 (Computationally Sound Proof System (Arguments)): A pair
of interactive machines (P, V) is called a computationally sound proof system
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(or an argument) for a language L if both machines are polynomial-time (with
auxiliary inputs) and the following two conditions hold:

® Completeness: For every x € L, there exists a string y such that for every string z,

2

Pri{P(y), V(2))(x) =1] = 3

* Computational soundness: For every polynomial-time interactive machine B, and
for all sufficiently long x & L and every y and z,

1
Pri{B(y), V(2)(x) =1] =

-3
As usual, the error probability (in both the completeness and soundness conditions)
can be reduced (from %) down to as much as 27P°Y(*D by sequentially repeating the
protocol sufficiently many times; see Exercise 31. We mention that parallel repetitions
may fail to reduce the (computational) soundness error in some cases.

4.8.2. Perfectly Hiding Commitment Schemes

The thrust of the current section is toward a method for constructing perfect zero-
knowledge arguments for every language in N/P. This method makes essential use of
the concept of a commitment scheme with a perfect (or “information-theoretic”) secrecy
property. Hence, we start with an exposition of such perfectly hiding commitment
schemes. We remark that such schemes may also be useful in other settings (e.g., other
settings in which the receiver of the commitment is computationally unbounded; see,
for example, Section 4.9.1).

The difference between commitment schemes (as defined in Section 4.4.1) and
perfectly hiding commitment schemes (defined later) consists in a switch in the
scope of the secrecy and unambiguity requirements: In commitment schemes (see
Definition 4.4.1), the secrecy requirement is computational (i.e., refers only to prob-
abilistic polynomial-time adversaries), whereas the unambiguity requirement is
information-theoretic (and makes no reference to the computational power of the
adversary). On the other hand, in perfectly hiding commitment schemes (as defined
later), the secrecy requirement is information-theoretic, whereas the unambiguity
requirement is computational (i.e., refers only to probabilistic polynomial-time
adversaries).

Comments about Terminology. From this point on, we explicitly mention the “per-
fect” feature of a commitment scheme to which we refer. That is, a commitment scheme
as in Definition 4.4.1 will be referred to as perfectly binding, whereas a commitment
scheme as in Definition 4.8.2 (presented later) will be referred to as perfectly hiding.
Consequently, when we talk of a commitment scheme without specifying any “perfect”
feature, it may be that the scheme is only computationally hiding and computationally
binding. We remark that it is impossible to have a commitment scheme that is both
perfectly hiding and perfectly binding (see Exercise 32).
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We stress that the terminology just suggested is inconsistent with the exposition in
Section 4.4 (in which schemes such as in Definition 4.4.1 were referred to as “commit-
ment schemes,” without the extra qualification of “perfectly binding”).? Furthermore,
the terminology just suggested is inconsistent with significant parts of the literature, in
which a variety of terms can be found.?!

4.8.2.1. Definition

Loosely speaking, a perfectly hiding commitment scheme is an efficient two-phase
two-party protocol through which the sender can commit itself to a value such that the
following two conflicting requirements are satisfied:

1. (Perfect) secrecy (or hiding): At the end of the commit phase, the receiver does not gain
any information about the sender’s value.

2. Unambiguity (or binding): It is infeasible for the sender to interact with the receiver, so
the commit phase is successfully terminated, and yet later it is feasible for the sender to
perform the reveal phase in two different ways, leading the receiver to accept (as legal
“openings”) two different values.

Using conventions analogous to those in Section 4.4.1, we state the following definition.
Again, S and R are the specified strategies of the commitment’s sender and receiver,
respectively.

Definition 4.8.2 (Perfectly Hiding Bit-Commitment Scheme): A perfectly hid-
ing bit-commitment scheme is a pair of probabilistic polynomial-time interac-
tive machines, denoted (S, R), satisfying the following:

® Input specification: The common input is an integer n presented in unary (serving
as the security parameter). The private input to the sender is a bit denoted v.

o Secrecy (hiding): For every probabilistic (not necessarily polynomial-time) ma-
chine R* interacting with S, the random variables describing the output of R* in the
two cases, namely (S(0), R*)(1") and (S(1), R*)(1"), are identically distributed.

e Unambiguity (binding): Preliminaries: For simplicity, v € {0, 1} and n € N are
implicit in all notations. Fix any probabilistic polynomial-time algorithm F* and
any polynomial p(-).

1. AsinDefinition4.4.1, areceiver’s view of an interaction with the sender, denoted
(r, m), consists of the random coins used by the receiver (i.e., r ) and the sequence
of messages received from the sender (i.e., m). A sender’s view of the same
interaction, denoted (s, m), consists of the random coins used by the sender
(i.e., s) and the sequence of messages received from the receiver (i.e., ). A
joint view of the interaction is a pair consisting of corresponding receiver and
sender views of the same interaction.

20The extra qualification was omitted from the terminology of Section 4.4 in order to simplify the basic text.
21For example, as in Section 4.4, many works refer to schemes such as in Definition 4.4.1 merely by the term
“commitment schemes,” and many refer to schemes such as in Definition 4.8.2 by the term “perfect commitment
schemes.” Furthermore, in some works the term “commitment schemes” means schemes such as in Definition 4.8.2.
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2. Let o € {0, 1}. We say that a joint view (of an interaction), ((r, m), (s, m)), has
a feasible o -opening (with respect to F* and p(.)) if on input (m, (s, i), o),
algorithm F* outputs, with probability at least 1/ p(n), a string s’ such that m
describes the messages received by R when R uses local coins r and interacts
with machine S that uses local coins s’ and input (o, 1").

(Remark: We stress that s’ may, but need not, equal s. The output of algorithm
F* has to satisfy a relation that depends on only part of the input (i.e., the
receiver’s view (r, m)); the sender’s view (i.e., (s, m)) is supplied to algorithm
F* as additional help.)

3. We say that a joint view is ambiguous with respect to F'* and p(-) if it has both
a feasible 0-opening and a feasible 1-opening (with respect to F* and p(.)).

The unambiguity (or binding) requirement asserts that for all but a negligible
fraction of the coin tosses of the receiver it is infeasible for the sender to inter-
act with the receiver, so that the resulting joint view is ambiguous with respect
to some probabilistic polynomial-time algorithm F* and some positive polyno-
mial p(-). Namely, for every probabilistic polynomial-time interactive machine S*,
probabilistic polynomial-time algorithm F*, positive polynomials p(-) and q(-),
and all sufficiently large n, the probability that the joint view of the interaction
between R and S*, on common input 1", is ambiguous, with respect to F* and
p(-), is smaller than 1/q(n).

In the formulation of the unambiguity requirement, S* describes the (cheating) sender
strategy in the commit phase, whereas F* describes its strategy in the reveal phase.
Hence, it is justified (and in fact necessary) to pass the sender’s view of the interaction
(between S* and R) to algorithm F*. The unambiguity requirement asserts that any
efficient strategy S* will fail to yield a joint view of interaction that can later be (effi-
ciently) opened in two different ways supporting two different values. As usual, events
occurring with negligible probability are ignored.

One can consider a relaxation of the secrecy condition in which the probability
ensembles {(S(0), R*)(1")},en and {(S(1), R*)(1")},en are required to be statistically
close, rather than identically distributed. We choose not to do so because the cur-
rently known constructions achieve the more stringent condition. Furthermore, use
of the weaker notion of a perfectly hiding commitment scheme (in Section 4.8.3)
yields almost-perfect zero-knowledge arguments rather than perfect zero-knowledge
ones.

As in Definition 4.4.1, the secrecy requirement refers explicitly to the situation at
the end of the commit phase, whereas the unambiguity requirement implicitly assumes
that the reveal phase takes the following canonical form:

1. The sender sends to the receiver its initial private input, v, and the random coins, s, it
has used in the commit phase.

2. Thereceiver verifies that v and s (together with the coins (i.e., ) used by R in the commit
phase) indeed yield the messages that R has received in the commit phase. Verification
is done in polynomial time (by running the programs S and R).
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4.8.2.2. Construction Based on One-Way Permutations

Perfectly hiding commitment schemes can be constructed using any one-way permuta-
tion. The known scheme, however, involves a linear (in the security parameter) number
of rounds. Hence, it can be used for the purposes of the current section, but not for the
construction in Section 4.9.1.

Construction 4.8.3 (A Perfectly Hiding Bit Commitment): Ler [ be a permu-
tation, and let b(x, y) denote the inner product mod 2 of x and y (i.e., b(x, y) =
iy x;y; mod 2, where x = x; -+ x, € {0, 1} and y =y, -- - y, € {0, 1}").

1. Commit phase (using security parameter n):

(a) (Local computations): The receiver randomly selects n — 1 linearly indepen-
dent vectors r', ..., r" "' € {0, 1)". The sender uniformly selects s € {0, 1}"
and computes y = f(s).

(Thus far, no message has been exchanged between the parties.)

(b) (Iterative hashing): The parties proceed in n — 1 rounds. In the i round (i =
1,...,n — 1), the receiver sends r' to the sender;, which replies by computing
and sending ¢ % b(y, r').

(c) (The “actual” commitment): At this point there are exactly two solutions to the
system of equations {b(y,r') = c' : 1 <i < n — 1}. (Both parties can easily
determine both solutions.)
® The sender sets 1 = 1 if y is the lexicographically first solution (of the

two), and w = 0 otherwise.
® To commit to a value v € {0, 1}, the sender sends c" e @ v to the
receiver.

2. Canonical reveal phase: In the reveal phase, the sender reveals v along with the
string s randomly selected by it in the commit phase. The receiver accepts the
value v if the following two conditions hold, where @' . ..,rm N, (', ..., M)
denote the receiver’s view of the commit phase:

. b(f(s),ri)zci,foralll§i§n—1.
o [fthere exists y < f(s) (resp., ¥ > f(s)) such that b(y',r') = ¢ forall 1 <
i <n-—1,thenv =c" (resp., v=c" ® 1) must hold.

That is, the receiver solves the linear system {b(y/, r') = ci}f';ll, obtaining solu-

tions y' < y?, so that b(y',r'y=¢ for j =1,2andi =1,...,n — 1. Next, it
checks whether or not f(s) € {y', ¥?} (if the answer is negative, it rejects imme-
diately) and sets w accordingly (i.e., so that f(s) = y™ ). It accepts the value v if
andonly ifv=c"+n (mod 2).

Proposition 4.8.4: Suppose that f is a one-way permutation. Then the protocol
presented in Construction 4.8.3 constitutes a perfectly hiding bit-commitment
scheme.

It is quite easy to see that Construction 4.8.3 satisfies the secrecy condition. The proof
that the unambiguity requirement is satisfied is quite complex andis omitted. The
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intuition underlying the proof is that it is infeasible to play the iterative hashing so
as to reach a situation in which one can invert f on both the resulting solutions y' and
y%. (We mention that this reasoning fails if one replaces the iterative hashing by an
ordinary one; see Exercise 33.)

4.8.2.3. Construction Based on Claw-Free Collections

A perfectly hiding commitment scheme of constant number of rounds can be constructed
using a seemingly stronger intractability assumption, specifically, the existence of claw-
free collections (see Section 2.4.5). This assumption implies the existence of one-way
functions, but it is not known if the converse is true. Nevertheless, claw-free collections
can be constructed under widely believed assumptions such as the intractability of
factoring and DLP. Actually, the construction of perfectly hiding commitment schemes,
presented next, uses a claw-free collection with an additional property; specifically, it
is assumed that the set of indices of the collection (i.e., the range of algorithm 7)) can be
efficiently recognized (i.e., is in BPP). Such a collection exists under the assumption
that DLP is intractable (see Section 2.4.5).

Construction 4.8.5 (A Constant-Round Perfectly Hiding Bit Commitment):
Let (I, D, F) be a triplet of probabilistic polynomial-time algorithms. (Think of
1 as the index generating algorithm of a claw-free collection {(f°, f!):i € I}
and S and F as the corresponding sampling and evaluating algorithms.)

1. Commit phase: To receive a commitment to a bit (using security parameter n),
the receiver randomly generates i = I(1") and sends it to the sender. To commit
to value v € {0, 1} (upon receiving the message i from the receiver), the sender
checks to see if indeed i is in the range of I(1"), and if so the sender randomly
generates s = D(v, i), computes ¢ = F(v, i, s), and sends c to the receiver. (In
case i is not in the range of 1(1"), the sender aborts the protocol, announcing that
the receiver is cheating.)

2. (Almost-canonical) reveal phase: In the reveal phase, it suffices for the sender to re-
veal the string s generated by it in the commit phase. The receiver accepts the value
vif F(v,i,s) = c, where (i, c) is the receiver’s (partial) view of the commit phase.

Proposition 4.8.6: Let (I, D, F) be a claw-free collection with a probabilis-
tic polynomial-time-recognizable set of indices. Then the protocol presented in
Construction 4.8.5 constitutes a perfectly hiding bit-commitment scheme.

Proof Sketch: The secrecy requirement follows directly from Property 2 of a
claw-free collection (as in Definition 2.4.6) combined with the test i € 1(1")
conducted by the sender. The unambiguity requirement follows from Property 3 of
a claw-free collection (Definition 2.4.6), using a standard reducibility argument.
(Note that F(0, i, sg) = F(1,i,s;) means that (sg, s;) constitute a claw for the
permutation pair (£, f;').) B
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The rationale for having the sender check to see if the index i indeed belongs
to the legitimate index set I is that only permutation pairs (f°, f') with i € I are
guaranteed to have identical range distributions. Thus, it actually is not necessary for
the sender to check whether or not i € I; it suffices for it to check (or be otherwise
convinced) that the permutation pair ( fio, fil) satisfies the requirement of identical range
distributions. Consider, for example, the factoring claw-free collection (presented in
Section 2.4.5). This collection is not known to have an efficiently recognizable index set.
Still, having sent an index N, the receiver can prove in zero-knowledge to the sender that
the permutation pair (fy, fx) satisfies the requirement of identical range distributions.
What is actually being proved is that half of the square roots of each quadratic residue
mod N have Jacobi symbol 1 (relative to N). A (perfect) zero-knowledge proof system
for this claim does exist (without assuming anything). In fact, it suffices to use a witness-
independent proof system, and such a system having a constant number of rounds does
exist (again, without assuming anything). Hence, the factoring claw-free collection can
be used to construct a constant-round perfectly hiding commitment scheme, and thus
such commitment schemes also exist under the assumption that the factoring of Blum
integers is intractable.

4.8.2.4. Non-Uniform Computational Unambiguity

Actually, for the applications to proof/argument systems, both the one following and
the one in Section 4.9.1, we need commitment schemes with perfect secrecy and non-
uniform computational unambiguity. (The reason for this need is analogous to one
discussed in the case of the zero-knowledge proof for /P presented in Section 4.4.)
By non-uniform computational unambiguity we mean that the unambiguity condition
should also hold for (non-uniform) families of polynomial-size circuits. We stress that
the foregoing constructions of perfect commitment schemes possess the non-uniform
computational unambiguity, provided that the underlying intractability assumption also
holds with respect to non-uniform polynomial-size circuits (e.g., the one-way permu-
tation is hard to invert even by such circuits, and the claw-free collections also foil
non-uniform polynomial-size claw-forming circuits).

In order to prevent the terminology from becoming too cumbersome, we omit the
attribute “non-uniform” when referring to the perfectly hiding commitment schemes
in the description of the two applications mentioned earlier.

4.8.2.5. Commitment Schemes with A Posteriori Secrecy

We conclude the discussion of perfectly hiding commitment schemes by introducing
a relaxation of the secrecy requirement. The resulting scheme cannot be used for the
purposes of the current section, yet it is useful in different settings discussed later.
The advantage of the relaxation is that it allows us to construct such (constant-round
perfectly hiding) commitment schemes using any claw-free collection, thus waiving
the additional requirement that the index set be efficiently recognizable.

Loosely speaking, we relax the secrecy requirement of perfectly hiding commitment
schemes by requiring that it hold only when the receiver follows its prescribed program
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(denoted R). This seems strange, because we do not really want to assume that the real
receiver follows the prescribed program (but rather protect against arbitrary behavior).
The point is that a real receiver may disclose its commit-phase coin tosses at a later
stage, say even after the reveal phase, and by doing so prove a posteriori that (at least
in some weak sense) it was following the prescribed program. Actually, the receiver
proves only that it has behaved in a manner that is consistent with its program.

Definition 4.8.7 (Commitment Scheme with Perfect A Posteriori Secrecy):
A bit-commitment scheme with perfect a posteriori secrecy is defined as in
Definition 4.8.2, except that the secrecy requirement is replaced by the following
a posteriori secrecy requirement: For every string r € {0, 1}P°Y™ it holds that
(S(0), R.Y(1") and (S(1), R,)(1™) are statistically close, where R, denotes the
execution of the interactive machine R when using internal coin tosses r.

Proposition 4.8.8: Let (1, D, F) be a claw-free collection. Consider a modifica-
tion of Construction 4.8.5 in which the sender’s check of whether or not i is in the
range of 1(1") is omitted (from the commit phase). Then the resulting protocol
constitutes a bit-commitment scheme with perfect a posteriori secrecy.

We stress that in contrast to Proposition 4.8.6, here the claw-free collection need not
have an efficiently recognizable index set. Hence, we had to omit the sender’s check.
Yet the receiver can later prove that the message it sent during the commit phase (i.e., i)
is indeed a valid index simply by disclosing the random coins it used in order to generate
i (using algorithm 7).

Proof Sketch: The a posteriori secrecy requirement follows directly from
Property 2 of a claw-free collection (combined with the fact that i is indeed
a valid index, since it is generated by invoking /). The unambiguity requirement
follows as in Proposition 4.8.6. B

A typical application of a commitment scheme with perfect a posteriori secrecy is
presented in Section 4.9.1. In that setting the commitment scheme is used inside an
interactive proof, with the verifier playing the role of the sender (and the prover playing
the role of the receiver). If the verifier a posteriori learns that the prover has been
cheating, then the verifier rejects the input. Hence, no damage is caused, in this case,
by the fact that the secrecy of the verifier’s commitments may have been breached.

4.8.3. Perfect Zero-Knowledge Arguments for NP

Having a perfectly hiding commitment scheme at our disposal, we can construct perfect
zero-knowledge arguments for NP by modifying the construction of (computational)
zero-knowledge proofs (for NP) in a totally syntactic manner. We recall that in these
proof systems (e.g., Construction 4.4.7 for Graph 3-Colorability) the prover uses a
perfectly binding commitment scheme in order to commit itself to many values, some
of which it later reveals upon the verifier’s request. All that is needed is to replace
the perfectly binding commitment scheme used by the prover with a perfectly hiding
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commitment scheme. We claim that the resulting protocol is a perfect zero-knowledge
argument (i.e., computationally sound proof) for the original language.

Proposition 4.8.9: Consider a modification of Construction 4.4.7 such that the
commitment scheme used by the prover is replaced by a perfectly hiding com-
mitment scheme. Then the resulting protocol is a perfect zero-knowledge weak
argument for Graph 3-Colorability.

By a weak argument we mean a protocol in which the gap between the completeness
and the computational-soundness conditions is noticeable. In our case, the verifier
always accepts inputs in G3C, whereas no efficient prover can fool him into accepting
graphs G = (V, E) not in G3C with probability that is non-negligibly greater than
1 - TE EI Specifically, we shall show that no efficient prover can fool h1m into accepting
graphs G = (V, E) not in G3C with probability greater than 1 — ﬁ Recall that by
(sequentially) repeating this protocol polynomially many times the (computational-

soundness) error probability can be made negligible.

Proof Sketch: We start by proving that the resulting protocol is perfect zero-
knowledge for G3C. We use the same simulator as in the proof of Proposi-
tion 4.4.8. However, this time analyzing the properties of the simulator is much
easier and yields stronger results, the reason being that here the prover’s commit-
ment is perfectly hiding, whereas there it is only computationally hiding. Thus,
here the prover’s commitments are distributed independently of the committed
values, and consequently the verifier acts in total oblivion of the values. It follows
that the simulator outputs a transcript with probability exactly % and for similar
reasons this transcript is distributed identically to the real interaction. The perfect
zero-knowledge property follows.

The completeness condition is obvious, as in the proof of Proposition 4.4.8.
It is left to prove that the protocol satisfies the (weak) computational-soundness
requirement. This is indeed the more subtle part of the current proof (in contrast
to the proof of Proposition 4.4.8, in which proving soundness is quite easy). The
reason is that here the prover’s commitment is only computationally binding,
whereas there it is perfectly binding. Thus, here we use a reducibility argument to
show that a prover’s ability to cheat, with too high a probability, on inputs not in
G3C translates to an algorithm contradicting the unambiguity of the commitment
scheme. Details follow.

We assume, to the contradiction, that there exists a (polynomial-time) cheat-
ing prover P* and an infinite sequence of integers such that for each integer » in
this sequence, there exist graphs G, = (V,,, E,) ¢ G3C and a string y, such that

P*(y,) leads the verifier to accept Gn with probability greater than 1 — m Let
k& [V.]. Let ¢y, ..., c; be the sequence of commitments (to the vertex colors)
sent by the prover in Step P1. Recall that in the next step, the verifier sends a
uniformly chosen edge (of E,), and the prover must answer by revealing dif-
ferent colors for its endpoint; otherwise the verifier rejects. A straightforward
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calculation shows that because G, is not 3-colorable there must exist a vertex
for which the prover is able to reveal at least two different colors. Hence, we
can construct a polynomial-size circuit incorporating P*, G, and y, that violates
the (non-uniform) unambiguity condition. Contradiction to the hypothesis of the
proposition follows, and this completes the proof. B

Combining Propositions 4.8.4 and 4.8.9, we get the following:

Corollary 4.8.10: If non-uniformly one-way permutations exist, then every
language in NP has a perfect zero-knowledge argument.

ZK Proofs versus Perfect ZK Arguments: Which to Prefer?

Propositions 4.4.8 and 4.8.9 exhibit a kind of trade-off between the strength of the
soundness and zero-knowledge properties. The protocol of Proposition 4.4.8 offers
computational zero-knowledge and “perfect” soundness, whereas the protocol of
Proposition 4.8.9 offers perfect zero-knowledge and only computational soundness.
We remark that the two results are not obtained under the same assumptions: The con-
clusion of Proposition 4.4.8 is valid as long as one-way functions exist, whereas the
conclusion of Proposition 4.8.9 seems to require a (probably) stronger assumption. Yet
one may ask which of the two protocols we should prefer, assuming that they are both
valid (i.e., assuming that the underlying complexity assumptions hold). The answer de-
pends on the setting (i.e., application) in which the protocol is to be used. In particular,
one should consider the following issues:

e The relative importance attributed to soundness and zero-knowledge in the specific
application. In case of clear priority for one of the two properties, a choice should be
made accordingly.

e The computational resources of the various users in the application. One of the users
may be known to be in possession of much more substantial computing resources, and it
may be desirable to require that he/she not be able to cheat, not even in an information-
theoretic sense.

e The soundness requirement refers only to the duration of the execution, whereas in many
applications the zero-knowledge property may be of concern for a long time afterward.
If that is the case, then perfect zero-knowledge arguments do offer a clear advantage
(over zero-knowledge proofs).

4.8.4. Arguments of Poly-Logarithmic Efficiency

A dramatic improvement in the efficiency of zero-knowledge arguments for NP
can be obtained by combining the idea of an authentication tree with results regard-
ing probabilistically checkable proofs (PCPs). In particular, assuming the existence
of very strong collision-free hashing functions, one can construct a computationally
sound (zero-knowledge) proof for any language in NP, using only poly-logarithmic
amounts of communication and randomness. The interesting point in that statement is
the mere existence of such extremely efficient arguments, let alone their zero-knowledge
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property. Hence, we confine ourselves to describing the ideas involved in construct-
ing such arguments and do not address the issue of making them zero-knowledge.
(We stress that the argument system presented next is not zero-knowledge, unless
NP < BPP.)

By the so-called PCP theorem, every NP language L can be reduced to 3SAT,
so that non-members of L are mapped into 3CNF formulae for which every truth
assignment satisfies at most a 1 — ¢ fraction of the clauses, where ¢ > 0 is a universal
constant. Let us denote this reduction by f. Now, in order to prove that x € L, it
suffices to prove that the formula f(x) is satisfiable. This can be done by supplying a
satisfying assignment for f(x). The interesting point is that the verifier need not check
that all clauses of f(x) are satisfied by the given assignment. Instead, it can uniformly
select only poly-logarithmically many clauses and check that the assignment satisfies
all of them. If x € L (and the prover supplies a satisfying assignment to f(x)), then
the verifier will always accept. But if x ¢ L, then no assignment will satisfy more than
a 1 — ¢ fraction of the clauses, and consequently a uniformly chosen clause will not
be satisfied with probability at least €. Hence, checking super-logarithmically many
clauses will do.

The preceding paragraph shows that the randomness complexity can be made poly-
logarithmic and that the verifier need only inspect a poly-logarithmic number of ran-
domly selected values. Specifically, the prover commits to each of the values of the
variables in the formula f(x) but is asked to reveal only a few of them. To obtain (total)
poly-logarithmic communication complexity, we use a special commitment scheme
that allows us to commit to a string of length #n such that the commitment phase takes
poly-logarithmic communication and individual bits of this string can be revealed (and
verified as correct) at poly-logarithmic communication cost. For constructing such
a commitment scheme, we use a collision-free hashing function. The function maps
strings of some length to strings of half that length, so that it is “hard” to find two
strings that are mapped by the function to the same image. (The following descrip-
tion is slightly inaccurate. What we need is a family of hashing functions such that no
small non-uniform circuit, given the description of a function in the family, can form
collisions with respect to it.)

Let n denote the length of the input string to which the sender wishes to commit
itself, and let k£ be a parameter (which is later set to be poly-logarithmic in ). Denote by
H a collision-free hashing function mapping strings of length 2k into strings of length
k. The sender partitions its input string into m et 7 consecutive blocks, each of length
k. Next, the sender constructs a binary tree of depth log, m, placing the m blocks in the
corresponding leaves of the tree. In each internal node, the sender places the hashing
value obtained by applying the function H to the content of the children of this node.
The only message sent in the commit phase is the content of the root (sent by the sender
to the receiver). By doing so, unless the sender can form collisions under H, the sender
has “committed” itself to some n-bit-long string. When the receiver wishes to get the
value of a specific bit in the string, the sender reveals to the receiver the contents of
both children of each node along the path from the root to the corresponding leaf. The
receiver checks that the values supplied for each node (along the path) match the value
obtained by applying H to the values supplied for its two children.
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The protocol for arguing that x € L consists of the prover committing itself to a
satisfying assignment for f(x) using the foregoing scheme and the verifier checking
individual clauses by asking the prover to reveal the values assigned to the variables in
these clauses. The protocol can be shown to be computationally sound provided that it
is infeasible to find a distinct pair o, 8 € {0, 1}* such that H(a) = H(B). Specifically,
we need to assume that forming collisions under H is not possible in sub-exponential
time, namely, that for some 8 > 0 forming collisions with probability greater than 2=’
must take at least 2° time. In such a case, we set k = (log n)'*é and get a computa-
tionally sound proof of communication complexity 0(1;’?1’)’ - (logm) - k) = polylog(n).
(Weaker lower bounds for the collision-forming task may yield meaningful results by
an appropriate setting of the parameter k; for example, the standard assumption that
claws cannot be formed in polynomial time allows us to set k = n®, for any constant
& > 0, and obtain communication complexity of n°T°().) We stress that collisions can
always be formed in time 2%, and hence the entire approach fails if the prover is not
computationally bounded (and consequently we cannot get (perfectly sound) proof sys-
tems this way). Furthermore, one can show that only languages in Dtime(2P°'°¢) have
proof systems with poly-logarithmic communication and randomness complexities.

4.9.* Constant-Round Zero-Knowledge Proofs

In this section we consider the problem of constructing constant-round zero-knowledge
proof systems with negligible error probability for all languages in A/P. To make the
rest of the discussion less cumbersome, we define a proof system to be round-efficient
if it is both constant-round and has negligible error probability. We stress that none
of the zero-knowledge proof systems for AP presented and discussed thus far have
been round-efficient (i.e., they either had non-constant numbers of rounds or had non-
negligible error probability).

We present two approaches to the construction of round-efficient zero-knowledge
proofs for N'P:

1. basing the construction of round-efficient zero-knowledge proof systems on constant-
round perfectly hiding commitment schemes (as defined in Section 4.8.2)

2. constructing (round-efficient zero-knowledge) computationally sound proof systems (as
defined in Section 4.8) instead of (round-efficient zero-knowledge) proof systems

The advantage of the second approach is that round-efficient zero-knowledge computa-
tionally sound proof systems for A/P can be constructed using any one-way function,
whereas it is not known if round-efficient zero-knowledge proof systems for A'P can
be constructed under the same general assumption. In particular, we know how to con-
struct constant-round perfectly hiding commitment schemes only by using seemingly
stronger assumptions (e.g., the existence of claw-free permutations).

The two approaches have a fundamental idea in common. We start with an abstract
exposition of this common idea. Recall that the basic zero-knowledge proof for Graph
3-Colorability, presented in Construction 4.4.7, consists of a constant number of rounds.
However, this proof system has a non-negligible error probability (in fact, the error
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probability is very close to 1). In Section 4.4 it was suggested that the error probability
be reduced to a negligible value by sequentially applying the proof system sufficiently
many times. The problem is that this yields a proof system with a non-constant number
of rounds. A natural suggestion is to perform the repetitions of the basic proof in
parallel, instead of sequentially. The problem with this “solution” is that it is not known
if the resulting proof system is zero-knowledge. Furthermore, it is known that it is not
possible to present, as done in the proof of Proposition 4.4.8, a single simulator that
uses any possible verifier as a black box (see Section 4.5.4). The source of trouble is
that when playing many copies of Construction 4.4.7 in parallel, a cheating verifier
can select the edge to be inspected (i.e., Step V1) in each copy, depending on the
commitments sent in all copies (i.e., in Step P1). Such behavior of the verifier defeats
a simulator analogous to the one presented in the proof of Proposition 4.4.8.

One way to overcome this difficulty is to “switch” the order of Steps P1 and V1. But
switching the order of these steps enables the prover to cheat (by sending commitments
in which only the “query edges” are colored correctly). Hence, a more refined approach
is required. The verifier starts by committing itself to one edge query per each copy (of
Construction 4.4.7), then the prover commits itself to the coloring in each copy, and
only then does the verifier reveal its queries, after which the rest of the proof proceeds
as before. The commitment scheme used by the verifier should prevent the prover from
predicting the sequence of edges committed to by the verifier. This is the point where
the two approaches differ.

1. The first approach uses a perfectly hiding commitment scheme. The problem with this
approach is that such (constant-round) schemes are known to exist only under seem-
ingly stronger assumptions than merely the existence of one-way functions. Yet such
schemes do exist under assumptions such as the intractability of factoring integers or the
intractability of the discrete-logarithm problem.

2. The second approach bounds the computational resources of prospective cheating
provers. Consequently, it suffices to utilize, “against” these provers (as commitment
receivers), commitment schemes with computational security. We remark that this ap-
proach uses (for the commitments by the prover) a commitment scheme with an extra
property. Yet such schemes can be constructed using any one-way function.

Caveat. Both approaches lead to protocols that are zero-knowledge in a liberal sense
(i.e., using expected polynomial-time simulators as defined in Section 4.3.1.6). It is not
known if these protocols (or other round-efficient protocols for A/P) can be shown to
be zero-knowledge in the strict sense (i.e., using strict probabilistic polynomial-time
simulators).

4.9.1. Using Commitment Schemes with Perfect Secrecy

For the sake of clarity, let us start by presenting a detailed description of the constant-
round interactive proof (for Graph 3-Colorability, G3C) sketched earlier. This in-
teractive proof employs two different commitment schemes. The first scheme is the
simple (perfectly binding) commitment scheme presented in Construction 4.4.2. We
denote by C,(o) the commitment of the sender, using coins s, to the (ternary) value
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o €{1,2,3}. The second commitment scheme is a perfectly hiding commitment
scheme (see Section 4.8.2). For simplicity, we assume that this scheme has a com-
mit phase in which the receiver sends one message to the sender, which then replies
with a single message (e.g., Construction 4.8.5). Let us denote by P, ;(«) the (perfectly
hiding) commitment of the sender to the string «, upon receiving message m (from the
receiver) and when using coins s.

Construction 4.9.1 (A Round-Efficient Zero-Knowledge Proof for G3C):

e Common input: A simple (3-colorable) graph G = (V,E). Let n f Vi,
td=6fno|E|, andV ={1,...,n}.

® Auxiliary input to the prover: A 3-coloring of G, denoted .

® Prover’s preliminary step (PO): The prover invokes the commit phase of the perfectly
hiding commitment scheme, which results in sending to the verifier a message m.

e Verifier’s preliminary step (VO): The verifier uniformly and independently selects
a sequence of t edges, E def ((uy,vy), ..., U, ) € E', and sends the prover a
random commitment to these edges. Namely, the verifier uniformly selects
5 € {0, 1}*°Y™ and sends P, 5(E) to the prover.

® Motivating remark: At this point the verifier is committed (in a computational
sense) to a sequence of t edges. Because this commitment is of perfect secrecy, the
prover obtains no information about the edge sequence.

e Prover’s step (P1): The prover uniformly and independently selects t permu-
tations, my, ..., over {1,2,3} and sets ¢;(v) o (Y (v)) for each v €V
and 1 < j < t. The prover uses the (perfectly binding, computationally hiding)
commitment scheme to commit itself to colors of each of the vertices accord-
ing to each 3-coloring. Namely, the prover uniformly and independently selects
S1,15 -5 Sn €10, 1}, computes ¢; j = Csiy/v(q&j(i))foreachi eVandl <j <t,
and sends cy 1, ..., Cy, to the verifier.

o Verifier’s step (V1): The verifier performs the (canonical) reveal phase of its com-
mitment, yielding the sequence E = ((uy, v1), ..., (us, v,)). Namely, the verifier
sends (5, E) to the prover.

® Motivating remark: At this point the entire commitment of the verifier is revealed.
The verifier now expects to receive, for each j, the colors assigned by the jth
coloring to vertices uj and v; (the endpoints of the jth edge in the sequence E).

e Prover’s step (P2): The prover checks that the message just received from the
verifier is indeed a valid revealing of the commitment made by the verifier at
Step V0. Otherwise the prover halts immediately. Let us denote the sequence of
t edges, just revealed, by (uy, vy), ..., (U, v;). The prover uses the (canonical)
reveal phase of the perfectly binding commitment scheme in order to reveal to the
verifier, for each j, the jth coloring of vertices uj and v;. Namely, the prover sends
to the verifier the sequence of quadruples

(Sul,l’ ¢1(ul)v SU[,]? ¢l(v1))a sy (Su,.t’ ¢l(uf)v SU,,N ¢t(vt))

o Verifier’s step (V2): The verifier checks whether or not, for each j, the values in
the jth quadruple constitute a correct revealing of the commitments c,; j and c,,
and whether or not the corresponding values are different. Namely, upon receiving
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(s1, 01, 81, T1) through (s;, oy, s, T;), the verifier checks whether or not for each j
it holds that c,; ; = Cy,(0}), cy; j = CX;_(‘L'_,'), and o # t; (and both o and t; are
in {1, 2, 3}). If all conditions hold, then the verifier accepts. Otherwise it rejects.

We first assert that Construction 4.9.1 is indeed an interactive proof for G3C. Clearly,
the verifier always accepts a common-input in G3C. Suppose that the common input
graph, G = (V, E), is not in G3C. Using the perfect-binding feature of the prover’s
commitment, we can refer to the values committed to in Step P1 and say that each of
the “committed colorings” sent by the prover in Step P1 contains at least one illegally
colored edge. Using the perfect secrecy of the commitments sent by the verifier in
Step VO, we deduce that at Step P1 the prover has “no idea” which edges the verifier asks
to see (i.e., as far as the information available to the prover is concerned, all possibilities
are equally likely). Hence, although the prover sends the “coloring commitment” after
receiving the “edge commitment,” the probability that all the “committed edges” have
legally “committed coloring” is at most

1 t
(1 — > e "< 2"
|E|

The (Basic) Simulation Strategy. We now proceed to show that Construction 4.9.1
is indeed zero-knowledge (in the liberal sense allowing expected polynomial-time
simulators). For every probabilistic polynomial-time interactive machine V*, we in-
troduce an expected polynomial-time simulator, denoted M*, that uses V* as a black
box. The simulator starts by selecting and fixing a random tape r for V* and by emulat-
ing the prover’s preliminary Step PO, producing a message m. Given the input graph G,
the random tape r, and the preliminary (prover) message m, the commitment message
of the verifier V* is determined. Hence, M* invokes V* on input G, random tape r,
and message m and gets the corresponding commitment message, denoted C M. The
simulator proceeds in two steps.

S1. Extracting the query edges: M* generates a sequence of n -t random commit-
ments to dummy values (e.g., all values equal 1) and feeds it to V*. In case V*
replies by revealing correctly a sequence of 7 edges, denoted (uy, vy), ..., (u;, v;),
the simulator records these edges and proceeds to the next step. In case the reply
of V* is not a valid revealing of the commitment message C M, the simulator halts
outputting the current view of V* (e.g., G, r, m, and the commitments to dummy
values).

S2. Generating an interaction that satisfies the query edges (an oversimplified expo-
sition): Let (uy, vy), ..., (u,, v,) denote the sequence of edges recorded in Step S1.
Machine M* generates a sequence of n - ¢ commitments, cj i, ..., Cy,, such that
foreach j =1,...,1 it holds that ¢,, ; and c,; ; are random commitments to two
different random values in {1, 2, 3}, and all the other ; ;’s are random commitments
to dummy values (e.g., all values equal 1). The underlying values are called pseudo-
colorings. The simulator feeds this sequence of commitments to V*. If V* replies
by revealing correctly the (previously recorded) sequence of edges, then M* can
complete the simulation of a “real” interaction of V* (by revealing the colors of the
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endpoints of these recorded edges). Otherwise, the entire Step S2 is repeated (until
success is achieved).

For the sake of simplicity, we ignore the preliminary message m in the rest of the analy-
sis. Furthermore, in the rest of the analysis we ignore the possibility that when invoked
in Steps S1 and S2 the verifier reveals two different edge commitments. Loosely speak-
ing, this is justified by the fact that during an expected polynomial-time computation,
such an event can occur with only negligible probability (since otherwise it contradicts
the computational unambiguity of the commitment scheme used by the verifier).

The Running Time of the Oversimplified Simulator. To illustrate the behavior of
the simulator, assume that the program V* always correctly reveals the commitment
made in Step VO. In such a case, the simulator will find out the query edges in Step S1,
and using them in Step S2 it will simulate the interaction of V* with the real prover.
Using ideas such as in Section 4.4 one can show that the simulation is computationally
indistinguishable from the real interaction. Note that in this case Step S2 of the simulator
is performed only once.

Consider now a more complex case in which on each possible sequence of internal
coin tosses r, program V* correctly reveals the commitment made in Step VO only with
probability % The probability in this statement is taken over all possible commitments
generated to the dummy values (in the simulator Step S1). We first observe that the
probability that V* correctly reveals the commitment made in Step VO, after receiving a
random commitment to a sequence of pseudo-colorings (generated by the simulator in
Step S2), is approximately % (otherwise we derive a contradiction to the computational
secrecy of the commitment scheme used by the prover). Hence the simulator reaches
Step S2 with probability %, and each execution of Step S2 is completed successfully
with probability p ~ % It follows that the expected number of times that Step S2 is
executed is % . % ~ 1.

Let us now consider the general case. Let ¢(G, r) denote the probability that on
input graph G and random tape r, after receiving random commitments to dummy
values (generated in Step S1), program V* correctly reveals the commitment made
in Step VO. Likewise, we denote by p(G, r) the probability that (on input graph G
and random tape r) after receiving a random commitment to a sequence of pseudo-
colorings (generated by the simulator in Step S2), program V* correctly reveals the
commitment made in Step V0. As before, the difference between ¢(G, r) and p(G, r)
is negligible (in terms of the size of the graph G); otherwise one derives a contradiction
to the computational secrecy of the prover’s commitment scheme. We conclude that the
simulator reaches Step S2 with probability ¢ & q(G, r), and each execution of Step S2

is completed successfully with probability p &f p(G, r). It follows that the expected
number of times that Step S2 is executed is g - L Now, here is the bad news: We cannot
guarantee that £ is approximately 1 or is even bounded by a polynomial in the input
size (e.g., let p = 27" and g = 27"/?, then the difference between them is negligible,
and yet % is not bounded by poly(n)). This is why the foregoing description of the
simulator is oversimplified and a modification is indeed required.
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The Modified Simulator. We make the simulator expected polynomial-time by mod-
ifying Step S2 as follows. We add an intermediate Step S1.5, to be performed only
if the simulator does not halt in Step S1. The purpose of Step S1.5 is to provide a
good estimate of g(G, r). The estimate is computed by repeating Step S1 until a fixed
(polynomial-in-|G|) number of correct V* revelations is reached (i.e., the estimate will
be the ratio of the number of successes divided by the number of trials). By fixing a
sufficiently large polynomial, we can guarantee that with overwhelmingly high proba-
bility (i.e., 1 — 27PVIGD) the estimate is within a constant factor of ¢(G, r). It is easily
verified that the estimate can be computed within expected time poly(|G|)/q(G, r).
Step S2 of the simulator is modified by adding a bound on the number of times it
is performed, and if none of these executions yields a correct V* revelation, then
the simulator outputs a special empty interaction. Specifically, Step S2 will be per-
formed at most poly(|G|)/q times, where g is the estimate for ¢(G, r) computed in
Step S1.5. It follows that the modified simulator has an expected running time bounded
by ¢(G, r) - B = poly(|G]).

It is left to analyze the output distribution of the modified simulator. We confine
ourselves to reducing this analysis to the analysis of the output of the original simu-
lator by bounding the probability that the modified simulator outputs a special empty
interaction. This probability equals

AG, 1) E (G, r)- (1 — p(G, r)penIGn/aG.n

We claim that A(G, r) is anegligible function of | G|. Assume, to the contrary, that there
exists a polynomial P(-), an infinite sequence of graphs {G,}, and an infinite sequence
of random tapes {r,,} such that A(G,, r,) > 1/P(n). It follows that for each such n, we
have ¢(G,, r,) > 1/P(n). We consider two cases.

Case 1: For infinitely many »’s, it holds that p(G,, r,) > ¢(G,, r,)/2. In such
a case we get, for these n’s,

AG,, 1) < (1 — p(Gn, rn))Poly(\Gn\)/Q(Gn,rn)

ly(1Gnl)/q(Gn.rn)
q(Gn7 rl’l) po
<|{]-—"
<(1-19
< 2~ poly(jGx])/2

which contradicts our hypothesis that A(G,,, r,) > 1/poly(n).

Case 2: Forinfinitely many »’s, it holds that p(G,,, r,) < q(G,, r,,) /2. It follows
that for these n’s, we have |¢(G,,, r,) — p(G,, ry)| > @ > 2P( ),wh1chleads
to contradiction of the computational secrecy of the commitment scheme (used
by the prover).

Hence, contradiction follows in both cases. W

Conclusion. We remark that one can modify Construction 4.9.1 so that weaker forms
of perfect commitment schemes can be used. We refer specifically to commitment
schemes with perfect a posteriori secrecy (see Section 4.8.2). In such schemes the
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secrecy is established only a posteriori by the receiver disclosing the coin tosses it used
in the commit phase. In our case, the prover plays the role of the receiver, and the verifier
plays the role of the sender. It suffices to establish the secrecy property a posteriori,
because if secrecy is not established, then the verifier will reject. In such a case no harm
has been done, because the secrecy of the perfect commitment scheme is used only
to establish the soundness of the interactive proof. Thus, using Proposition 4.8.8, we
obtain the following:

Corollary 4.9.2: [fnon-uniformly claw-free collections exist, then every language
in N'P has a round-efficient zero-knowledge proof system.

4.9.2. Bounding the Power of Cheating Provers

Construction 4.9.1 yields round-efficient zero-knowledge proof systems for /P, un-
der the assumption that claw-free collections exist. Using the seemingly more general
assumption that one-way functions exist, we can modify Construction 4.9.1 so as to
obtain zero-knowledge computationally sound proof systems. In the modified proto-
col, we let the verifier use a commitment scheme with computational secrecy, instead
of the commitment scheme with perfect secrecy used in Construction 4.9.1. (Hence,
both users commit to their messages using a perfectly binding commitment scheme,
which offers only computational secrecy.) Furthermore, the commitment scheme used
by the prover must have the extra property that it is infeasible to construct a com-
mitment without “knowing” to what value it commits. Such a commitment scheme is
called non-oblivious. We start by defining and constructing non-oblivious commitment
schemes.

4.9.2.1. Non-Oblivious Commitment Schemes

The non-obliviousness of a commitment scheme is intimately related to the definition
of proof of knowledge (see Section 4.7).

Definition 4.9.3 (Non-Oblivious Commitment Schemes): Let (S, R) be a (per-
fectly binding) commitment scheme as in Definition 4.4.1. We say that the commit-
ment scheme is non-oblivious if the prescribed receiver R constitutes a knowledge
verifier that is always convinced by S for the relation

{,rm, @, : = viewsiih}

where, as in Definition 4.4.1, view R((lnl ) denotes the messages received by the

interactive machine R, on input 1" and local coins r, when interacting with
machine S (which has input (o, 1") and uses coins s).

It follows that the receiver’s prescribed program, R, may accept or reject at the end
of the commit phase and that this decision is supposed to reflect the sender’s ability
to later come up with a legal opening of the commitment (i.e., successfully complete
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the reveal phase). We stress that non-obliviousness relates mainly to cheating senders,
because the prescribed sender has no difficulty in later successfully completing the
reveal phase (and in fact, during the commit phase, S always convinces the receiver
of this ability). Hence, any sender program (not merely the prescribed §) that makes
the receiver accept can be modified so that at the end of the commit phase it (locally)
outputs information enabling the reveal phase (i.e., o and s). The modified sender runs
in expected time that is inversely proportional to the probability that the commit phase
is completed successfully.

We remark that in an ordinary commitment scheme, at the end of the commit phase,
the receiver does not necessarily “know” whether or not the sender can later successfully
conduct the reveal phase. For example, a cheating sender in Construction 4.4.2 can
(undetectedly) perform the commit phase without having the ability to later successfully
perform the reveal phase (e.g., the sender may simply send a uniformly chosen string). It
is guaranteed only that if the sender follows the prescribed program, then the sender can
always succeed in the reveal phase. Furthermore, with respect to the scheme presented
in Construction 4.4.4, a cheating sender can (undetectedly) perform the commit phase
in a way that yields a receiver view that does not have any corresponding legal opening
(and hence the reveal phase is doomed to fail); see Exercise 14. Nevertheless, one can
prove the following:

Theorem 4.9.4: If one-way functions exist, then there exist non-oblivious com-
mitment schemes with a constant number of communication rounds. Furthermore,
the commitment scheme also preserves the secrecy property when applied (poly-
nomially) many times in parallel.

The simultaneous secrecy of many copies is crucial to the application in Section
4922,

Proof Idea: Recall that (ordinary perfectly binding) commitment schemes can
be constructed assuming the existence of one-way functions (see Proposition4.4.5
and Theorem 3.5.12). Combining such an ordinary commitment scheme with a
zero-knowledge proof of knowledge of information allowing a proper decommit-
ment, we get a non-oblivious commitment scheme. (We remark that such proofs
do exist under the same assumptions; see Section 4.7.) However, the resulting
commitment scheme has an unbounded number of rounds (due to the round
complexity of the zero-knowledge proof), whereas we need a bounded-round
scheme. We seem to have reached a vicious circle, yet there is a way out: We
can use constant-round strong witness-indistinguishable proofs of knowledge,
instead of the zero-knowledge proofs (of knowledge). Such proofs do exist under
the same assumptions; see Section 4.6 and Exercise 28. The resulting commitment
scheme has the additional property that when applied (polynomially) many times
in parallel, the secrecy property holds simultaneously in all copies. This fact fol-
lows from the parallel-composition lemma for (strong) witness-indistinguishable
proofs (see Section 4.6). B
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4.9.2.2. Modifying Construction 4.9.1

Recall that we are referring to a modification of Construction 4.9.1 in which the verifier
uses a perfectly binding commitment scheme (with computational secrecy), instead of
the commitment scheme with perfect secrecy used in Construction 4.9.1. In addition,
the commitment scheme used by the prover is non-oblivious.

We adopt the analysis of the first approach (i.e., of Section 4.9.1) to suit our current
needs. We start with the claim that the modified protocol is a computationally sound
proof for G3C. Verifying that the modified protocol satisfies the completeness condition
is easy, as usual. We remark that the modified protocol does not satisfy the (usual)
soundness condition (e.g., a “prover” of exponential computing power can break the
verifier’s commitment and generate pseudo-colorings that will later fool the verifier
into accepting). Nevertheless, one can show that the modified protocol does satisfy
the computational-soundness condition (of Definition 4.8.1). Namely, we show that
for every polynomial p(-), for every polynomial-time interactive machine B, for all
sufficiently large graphs G ¢ G3C, and for every y and z,

Pr(B(y), Voic()(x) = 1] <
p(lx])

where Vgsc is the verifier program in the modified protocol.

Using the information-theoretic unambiguity of the commitment scheme employed
by the prover, we can talk of a unique color assignment that is induced by the prover’s
commitments. Using the fact that this commitment scheme is non-oblivious, it fol-
lows that the prover can be modified so that in Step P1 it will also output (on its
private output tape) the values to which it commits itself at this step. Using this out-
put and relying on the computational secrecy of the verifier’s commitment scheme,
it follows that the color assignment generated by the prover is almost independent of
the verifier’s commitment. Hence, the probability that the prover can fool the verifier
into accepting an input not in the language is at most negligibly greater than what it
would have been if the verifier had asked random queries after the prover made its
(color) commitments. The computational soundness of the (modified) protocol fol-
lows. (We remark that we do not know if the protocol is computationally sound in
the case in which the prover uses a commitment scheme that is not guaranteed to be
non-oblivious.?)

Showing that the (modified) protocol is zero-knowledge is even easier than it was
in the first approach (i.e., in Section 4.9.1). The reason is that when demonstrating

228pecifically, we do not know how to rule out the possibility that after seeing the verifier’s commitment of
Step VO, the cheating prover could send some strings at Step P1 such that after the verifier revealed its commitments,
the prover could open those strings in a suitable way. To illustrate the problem, suppose that two parties wish to
toss a coin by using a (perfectly binding) commitment scheme and that the protocol is as follows: First, the first
party commits to a bit, then the second party commits to a bit, next the first party reveals its bit, finally the second
party reveals its bit, and the result is defined as the XOR of the two revealed bits. Now, by copying the messages
of the first party, the second party can force the outcome always to be zero! Note that this problem does not arise
when the second party uses a non-oblivious commitment scheme. The problem also does not arise when the first
party commits via a perfectly hiding commitment scheme (and the second party still uses a perfectly binding
commitment scheme). (The latter protocol is analogous to the proof system presented in Section 4.9.1.)
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zero-knowledge of such protocols, we use the secrecy of the prover’s commitment
scheme and the unambiguity of the verifier’s commitment scheme. Hence, only these
properties of the commitment schemes are relevant to the zero-knowledge property
of the protocols. Yet the current (modified) protocol uses commitment schemes with
relevant properties that are not weaker than the ones of the corresponding commitment
schemes used in Construction 4.9.1. Specifically, the prover’s commitment scheme in
the modified protocol possesses computational secrecy, just like the prover’s commit-
ment scheme in Construction 4.9.1. We stress that this commitment, like the simpler
commitment used for the prover in Construction 4.9.1, has the simultaneous-secrecy (of
many copies) property. Furthermore, the verifier’s commitment scheme in the modified
protocol possesses “information-theoretic” unambiguity, whereas the verifier’s com-
mitment scheme in Construction 4.9.1 is merely computationally unambiguous. Thus,
using Theorem 4.9.4, we have the following:

Corollary 4.9.5: If non-uniformly one-way functions exist, then every language
in N'P has a round-efficient zero-knowledge argument.

4.9.2.3. An Alternative Construction

An alternative way of deriving Corollary 4.9.5 is by modifying Construction 4.4.7 so
as to allow easy simulation, and in particular, robustness under parallel composition.
A key ingredient in this modification is the notion of commitment schemes with a
“trapdoor property.” Loosely speaking, the commit phase of such schemes consists of
a receiver message followed by a sender message, so that given the receiver’s private
coins one can efficiently generate strings that are computationally indistinguishable
from the sender’s message and yet later open these strings so as to reveal any value.
Note that this does not contradict the computational-binding property, since the latter
refers to cheating senders (that do not know the receiver’s private coins). We refrain from
presenting a formal definition and merely sketch how such schemes can be constructed
and used.

Constructing a Trapdoor Commitment Scheme Using Any One-Way Function. Let
f be a one-way function, and let R & {(f(w), w) : w € {0, 1}*} be an N"P-relation
(corresponding to the NP-set Range( f)). On security parameter n, the receiver se-
lects uniformly r € {0, 1}" and reduces the instance f(r) € Range(f) to an instance
of the Hamiltonian-cycle (HC) problem, using the standard reduction. The resulting
graph is sent to the sender that (not knowing a Hamiltonian cycle is in it) is asked
to execute Step P1 in Construction 4.7.14 so that it can respond to a Step-V1 mes-
sage that equals its input bit (to which it wishes to commit). That is, to commit to
the bit 0, the sender sends a matrix of commitments to the entries in the adjacency
matrix of a random isomorphic copy of the graph, whereas to commit to the bit 1,
the sender sends a matrix of commitments to the entries in the adjacency matrix of
a random (simple) n-cycle. Hence, the sender behaves analogously to the simula-
tor of Construction 4.7.14. That is repeated, in parallel, for n times, resulting in a
constant-round commitment scheme that is computationally hiding (by virtue of the
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prover’s commitments in Step P1 of Construction 4.7.14) and computationally binding
(since otherwise the sender recovers r and so inverts f on input f(r)). In contrast,
knowledge of r allows one to execute the prover’s strategy for Step P1 of Construc-
tion 4.7.14 and later open the commitment either way. (Note that the standard reduc-
tion of Range( f) to HC is augmented by a polynomial-time computable and invertible
mapping of pre-images under f to Hamiltonian cycles in the corresponding reduced

graphs.)

Using the Trapdoor Commitment Scheme. One way of using the foregoing scheme
toward our goals is to use it for the prover’s commitment in (Step P1 of) Construc-
tion 4.4.7. To this end, we augment the trapdoor commitment scheme so that before
the sender sends its actual commitment (i.e., the message corresponding to Step P1 of
Construction 4.7.14) we let the receiver prove that it knows a (corresponding) trapdoor
(i.e., a sequence of coins that yields the graph it has sent to the sender). This proof
of knowledge need only be witness-hiding, and so it can be carried out in a constant
number of rounds. The simulator for the foregoing modification of Construction 4.4.7
first uses the corresponding knowledge extractor (to obtain the trapdoor for the prover’s
commitments) and then takes advantage of the trapdoor feature to generate false com-
mitments that it can later open any way it needs to (so as to answer the verifier’s
requests).

4.10.* Non-Interactive Zero-Knowledge Proofs

In this section we consider non-interactive zero-knowledge proof systems. The model
consists of three entities: a prover, a verifier, and a uniformly selected sequence of
bits (which can be thought of as being selected by a trusted third party). Both verifier
and prover can read the random sequence, and each can toss additional coins. The
interaction consists of a single message sent from the prover to the verifier, who then is
left with the decision (whether to accept or not). Non-interactive zero-knowledge proof
systems have various applications (e.g., to encryption schemes secure against chosen
message attacks and to signature schemes).

We start with basic definitions and constructions allowing us to prove a single as-
sertion of a priori bounded length. Next we extend the treatment to proof systems in
which many assertions of various lengths can be proved, as long as the total length of
all assertions is a polynomial in a security parameter but the polynomial is not a priori
known. Jumping ahead, we note that, unlike the basic treatment, the extended treatment
allows us to prove assertions of total length much greater than the length of the trusted
random string. The relation between the total length of the provable assertions and the
length of the trusted random string is analogous to the relation between the total length
of messages that can be encrypted (resp., documents that can be signed) and the length
of the encryption key (resp., signing key). We stress, however, that even handling the
basic case is very challenging in the current context (of non-interactive zero-knowledge
proofs).

298

Downloaded from https:/www.cambridge.org/core. ETH-Bibliothek, on 22 Mar 2017 at 13:28:33, subject to the Cambridge Core terms of use
, available at https:/www.cambrdgmbgidge/ Books @rline @ Cambridge binbeersitysPress, 2009


https:/www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511546891.005
https:/www.cambridge.org/core

4.10 NON-INTERACTIVE ZERO-KNOWLEDGE PROOFS

4.10.1. Basic Definitions

The model of non-interactive proofs seems closer in spirit to the model of A/P-proofs
than to general interactive proofs. In a sense, the N P-proof model is extended by
allowing the prover and verifier to refer to a common random string, as well as toss
coins by themselves. Otherwise, as in the case of N ‘P-proofs, the interaction is minimal
(i.e., unidirectional: from the prover to the verifier). Thus, in the definition that follows,
both the prover and verifier are ordinary probabilistic machines that, in addition to the
common input, also get a uniformly distributed (common) reference string. We stress
that, in addition to the common input and common reference string, both the prover
and verifier can toss coins and get auxiliary inputs. However, for the sake of simplicity,
we present a definition for the case in which none of these machines gets an auxiliary
input (yet they both can toss additional coins). The verifier also gets as input the output
produced by the prover.

Definition 4.10.1 (Non-Interactive Proof System): A pair of probabilistic
machines (P, V) is called a non-interactive proof system for a language L
if V is polynomial-time and the following two conditions hold:

e Completeness: For every x € L,

PriV(x,R, P(x,R))=1] >

W N

where R is a random variable uniformly distributed in {0, 1}POY(*D,
® Soundness: For every x & L and every algorithm B,

PrLV(x, R B, ) = 1= 5

where R is a random variable uniformly distributed in {0, 1}POY*D,

The uniformly chosen string R is called the common reference string.

As usual, the error probability in both conditions can be reduced (from %) down to
2-Po(xD by repeating the process sufficiently many times (using a sequence of many
independently chosen reference strings). In stating the soundness condition, we have de-
viated from the standard formulation that allows x ¢ L to be adversarially selected after
R is fixed; the latter “adaptive” formulation of soundness is used in Section 4.10.3.2,
and it is easy to transform a system satisfying the foregoing (‘“non-adaptive”) soundness
condition into one satisfying the adaptive soundness condition (see Section 4.10.3.2).

Every language in NP has a non-interactive proof system (in which no randomness is
used). However, this N/P-proof system is unlikely to be zero-knowledge (see Definition
4.10.2).

The definition of zero-knowledge for the non-interactive model is simplified by the
fact that because the verifier cannot affect the prover’s actions it suffices to consider the
simulatability of the view of a single verifier (i.e., the prescribed one). Actually, we can
avoid considering the verifier at all (since its view can be generated from the common
reference string and the message sent by the prover).
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ZERO-KNOWLEDGE PROOF SYSTEMS

Definition 4.10.2 (Non-Interactive Zero-Knowledge): A non-interactive proof
system (P, V) for a language L is zero-knowledge if there exists a polynomial
p and a probabilistic polynomial-time algorithm M such that the ensembles
{Ce, Upgxp, P, Upep)teer and {M(x)},er are computationally indistinguish-
able, where U, is a random variable uniformly distributed over {0, 1}™.

This definition, too, is “non-adaptive” (i.e., the common input cannot depend on the
common reference string). An adaptive formulation of zero-knowledge is presented
and discussed in Section 4.10.3.2.

Non-Interactive Zero-Knowledge versus Constant-Round Zero-Knowledge. We
stress that the non-interactive zero-knowledge model postulates the existence of a uni-
formly selected reference string available to both prover and verifier. A natural sugges-
tion is to replace this postulate with a two-party protocol for generating a uniformly
distributed string of specified length. Such a protocol should be resilient to adversarial
behavior by each of the two parties: The output should be uniformly distributed even if
one of the parties deviates from the protocol (using any probabilistic polynomial-time
strategy). Furthermore, it seems that such a protocol should have a strong simulatabil-
ity feature, allowing the generation of a random-execution transcript for every given
outcome. Specifically, in order to obtain a constant-round zero-knowledge proof sys-
tem from a non-interactive zero-knowledge proof, one seems to need a constant-round
(strongly simulatable) protocol for generating uniformly distributed strings. Such a
protocol can be constructed using perfectly hiding commitment schemes. In combi-
nation with the results that follow, one can derive an alternative construction of a
round-efficient zero-knowledge proof for N'P.

4.10.2. Constructions

A fictitious abstraction that nevertheless is very helpful for the design of non-
interactive zero-knowledge proof systems is the hidden-bits model. In this model
the common reference string is uniformly selected as before, but only the prover
can see all of it. The “proof” that the prover sends to the verifier consists of two
parts; a “certificate” and the specification of some bit positions in the common
reference string. The verifier can inspect only the bits of the common reference
string residing in the locations that have been specified by the prover. Certainly,
in addition, the verifier inspects the common input and the “certificate.”

Definition 4.10.3 (Proof Systems in the Hidden-Bits Model): A pair of prob-
abilistic machines (P, V) is called a hidden-bits proof system for L if V is
polynomial-time and the following two conditions hold:

® Completeness: For every x € L,

Pr[V(xaRlslan): 1] >

[SSEIN )
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4.10 NON-INTERACTIVE ZERO-KNOWLEDGE PROOFS

where (I, 1) & P(x,R), R is a random variable uniformly distributed in

{0, 1}P°YUD " and Ry is the sub-string of R at positions I € {1,2, ..., poly(|x|)}.
Thatis, Rf =r; ---ri, where R=ry---r,and I = (iy, ..., 1)
e Soundness: For every x & L and every algorithm B,

PriVx,R;,I,m)=1] <

W | =

where (I, 1) &ef B(x,R), R is a random variable uniformly distributed in

{0, 1}P°YUD " and R; is the sub-string of R at positions I € {1,2, ..., poly(|x|)}.

In both cases, 1 is called the set of revealed bits and 7 is called the certificate.
Zero-knowledge is defined as before, with the exception that we need to simulate
(x, R;, P(x, R)) = (x, Ry, I, ) rather than (x, R, P(x, R)).

As stated earlier, we do not suggest the hidden-bits model as a realistic model. The
importance of the model stems from two facts. First, it is a “clean” model that fa-
cilitates the design of proof systems (in it); second, proof systems in the hidden-bits
model can be easily transformed into non-interactive proof systems (i.e., the realistic
model). The transformation (which utilizes a one-way permutation f with hard-core b)
follows.

Construction 4.10.4 (From Hidden-Bits Proof Systems to Non-Interactive
Ones): Let (P, V) be a hidden-bits proof system for L, and suppose that f :
{0, 1}* = {0, 1}*andb : {0, 1}* — {0, 1} are polynomial-time-computable. Fur-
thermore, let m = poly(n) denote the length of the common reference string for
common inputs of length n, and suppose that f is 1-1 and length-preserving.
Following is a specification of a non-interactive system (P, V'):

e Common input: x € {0, 1}".
® Common reference string: s = (sy, ..., Sy,), where each s; is in {0, 1}".
Prover (denoted P'):

1. computes r; = b(f_'(si))fori =1,2,....m

2. invokes P to obtain (I, ) = P(x i),

3. outputs (I, w, pr), where p; (f Ysi) -+ f7Nsi) for 1 = @iy, .. ., 1))
Verifier (denoted V'): Given the prover’s output (1, 7w, (py - - - py)), the verifier

L. checks that s;; = f(p;) for eachi; € I (in case a mismatch is found, V' halts
and rejects),

2. computesr; = b(p;), fori =1,...,t, letsr =r,..., 1,

3. invokes V on (x, r, I, w) and accepts if and only if V accepts.

Proposition4.10.5: Let(P, V), L, f, b, and(P’, V') be as in Construction4.10.4.
Then (P’, V') is a non-interactive proof system for L, provided that Pr[b(U,) =
1] = % Furthermore, if P is zero-knowledge and b is a hard-core of f, then P’
is zero-knowledge too.
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ZERO-KNOWLEDGE PROOF SYSTEMS

We remark that P’ is not perfect zero-knowledge even in case P is. Also, P’ cannot be
implemented in polynomial-time (even with the help of auxiliary inputs) even if P is
(see the following Remark 4.10.6).

Proof Sketch: To see that (P’, V') is a non-interactive proof system for L, we
note that uniformly chosen s; € {0, 1}" induce uniformly distributed bits r; €
{0, 1}. This follows from r; = b(f~'(s;)), the fact that f is 1-1, and the fact
that b(f~'(U,)) = b(U,) is unbiased. (Note that in case b is a hard-core of f,
it is almost unbiased (i.e., Pr[b(U,) = 1] = % 4 wu(n), where p is a negligible
function). Thus, saying that b is a hard-core for f essentially suffices.)

To see that P’ is zero-knowledge, note that we can convert an efficient simulator
for P into an efficient simulator for P’. Specifically, for each revealed bit of value
o, we uniformly select a string r € {0, 1}" such that b(r) = o and put f () in the
corresponding position in the common reference string. For each unrevealed bit,
we uniformly select a string s € {0, 1}" and put it in the corresponding position
in the common reference string. The output of the P’ simulator consists of the
common reference string generated as before, all the r’s generated by the P’
simulator for bits revealed by the P simulator, and the output of the P simulator.
Using the fact that b is a hard-core of f, it follows that the output of the P’
simulator is computationally indistinguishable from the verifier’s view (when
receiving a proof from P’). H

Remark 4.10.6 (Efficient Implementation of P’): As stated earlier, in general, P’
cannot be efficiently implemented given black-box access to P. What is needed is the
ability (of P’) to invert f. On the other hand, for P’ to be zero-knowledge, f must
be one-way. The obvious solution is to use a family of trapdoor permutations and let
the prover know the trapdoor. Furthermore, the family should have the property that
its members can be efficiently recognized (i.e., given a description of a function, one
can efficiently decide whether or not it is in the family). In other words, P’ starts by
selecting a permutation f over {0, 1}" such that it knows its trapdoor and proceeds as
in Construction 4.10.4, except that it also appends the description of f to the “proof.”
The verifier acts as in Construction 4.10.4 with respect to the function f specified in the
proof. In addition, it checks to see that f is indeed in the family. Both the completeness
and the zero-knowledge conditions follow exactly as in the proof of Proposition 4.10.5.
For the soundness condition, we need to consider all possible members of the family
(without loss of generality, there are at most 2" such permutations). For each such
permutation, the argument is as before, and our claim thus follows by a counting argu-
ment (as applied in Section 4.10.3.2).2* The construction can be extended to arbitrary
trapdoor permutations; details omitted.

We now turn to the construction of proof systems in the Hidden-Bits model. Specifi-
cally, we are going to construct a proof system for the Hamiltonian-Cycle (HC) problem
that is N"P-complete (and thus get proof systems for any language in N/P). We consider

23Actually, we also need to repeat the (P, V) system O(n) times, so as first to reduce the soundness error to
1 _
1. o—n
3
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4.10 NON-INTERACTIVE ZERO-KNOWLEDGE PROOFS

directed graphs (and the existence of directed Hamiltonian cycles). Next, we present
a basic zero-knowledge system in which Hamiltonian graphs are accepted with prob-
ability 1, whereas non-Hamiltonian graphs on n vertices are rejected with probability
Q(n=%?). (This system builds on the one presented in Construction 4.7.14.)

Construction 4.10.7 (A Hidden-Bits System for HC):

e Common input: A directed graph G = (V, E), withn < |V|.
® Common reference string: Viewed as an n3 -by-n3 Boolean matrix M, with each
entry being 1 with probability n=>.

This is implemented by breaking the common reference string into blocks of
length 5log, n and setting a matrix entry to 1 if and only if the corresponding
block is all 1’s.

® Definitions: A permutation matrix is a matrix in which each row (resp., column)
contains a single entry of value 1. A Hamiltonian matrix is a permutation matrix
that corresponds to a simple directed cycle going through all rows and columns.
(That is, the corresponding directed graph consists of a single Hamiltonian cycle.)

An n’-by-n® matrix M is called useful if it contains a generalized n-by-n
Hamiltonian sub-matrix and all other n® — n? entries in M are 0. That is, a
useful n°-by-n® matrix contains exactly n 1-entries that form a simple n-cycle,
{($1(0), (i mod n)+ 1)) : i =1, ..., n}, where ¢, and ¢, are 1-1 mappings
of {1,...,n}to{l,...,n).

® Prover: Let C be a Hamiltonian cycle in G, in case such exists. The prover examines
the matrix M and acts according to the following two cases:

Case 1: M is useful. Let H denote its Hamiltonian n-by-n sub-matrix and Cy the
corresponding Hamiltonian cycle in H.

® The prover reveals all (n® — n?) entries in M that are not in H.

® The prover finds a 1-1 mapping, m, of V to the rows of H and a 1-1
mapping, 1, of V to the columns of H, so that the edges of C are mapped
to the 1-entries of H.

(Directed pairs of vertices of G, being edges or not, are mapped in the natu-
ral manner; that is, (u,v) is mapped to the matrix entry (mi(u),
m2(v)). The mapping pair (71, ) is required to be an “isomorphism”
of C to Cy.** Actually, we should specify one isomorphism among the n
possible ones.)

e The prover reveals the (n> — |E|) entries corresponding to non-edges
of G.

(The correspondence is by the preceding mappings. That is, entry (1 (u«),
m,(v)) is revealed if and only if (u,v) € V x V \ E.)

24The minor technicality that prevents us from freely using the term “isomorphism” is that H is not a graph.
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ZERO-KNOWLEDGE PROOF SYSTEMS

® The prover outputs the mapping pair (71, 73) (as a certificate).

In total, n® — | E| entries are revealed, all being O-entries, and the certificate is
(7, 2).

Case 2: M is not useful. In this case the prover reveals all entries of M.
(No certificate is provided in this case.)

e \Verifier: Given the revealed entries and possibly a certificate, the verifier acts
according to the following two cases:

Case 1: The prover has not revealed all entries in M. Let (71, 13) be the certificate
sent/output by the prover. The verifier checks that all entries in M that do not
have pre-images unders (11, ) in E are revealed and are indeed zero. That is,
the verifier accepts if all matrix entries, except for the entries in {(7r1(u), w(v)) :
(u, v) € E}, are revealed and all revealed bits are 0.

Case 2: The prover has revealed all of M. In this case the verifier accepts if and
only if M is not useful.

The following fact is instrumental for the analysis of Construction 4.10.7.

Fact 4.10.8: Pr[Mis useful] = Qn=>?).

Proof Sketch: The expected number of 1-entries in M equals (n*)? - n=> = n.
Furthermore, with probability ©(1/./n) the matrix M contains exactly n entries
of value 1. Considering any row of M, observe that with probability at most ("23 )
(n73)* < n~* this row contains more than a single 1-entry. Thus, with probability
atleast 1 —2n® -n~* =1 — O(n™") the rows and columns of M each contain at
most a single 1-entry. Combining these two facts, it follows that with probability
Q(1/4/n) the matrix M contains an n-by-n permutation sub-matrix and all the
other entries of M are 0. Now observe that there are n! (n-by-n) permutation
matrices, and (n — 1)! of them are Hamiltonian matrices. Thus, conditioned on
M containing an n-by-n permutation sub-matrix (and zeros elsewhere), with
probability 1/n the matrix M is useful. B

Proposition 4.10.9: There exists a (perfect) zero-knowledge Hidden-Bits proof
system for Graph Hamiltonicity. Furthermore, the prover can be implemented by
a polynomial-time machine that gets a Hamiltonian cycle as auxiliary input.

Proof Sketch: We start by demonstrating a noticeable gap in the acceptance
probability for the verifier of Construction 4.10.7. (This gap can be amplified,
to meet the requirements, by a polynomial number of repetitions.) First, we
claim that if G is Hamiltonian and the prover follows the program, then the
verifier accepts, no matter which matrix M appears as the common reference
string. The claim follows easily by observing that in Case 1 the mapping pair
maps the Hamiltonian cycle of G to the Hamiltonian cycle of H, and because
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4.10 NON-INTERACTIVE ZERO-KNOWLEDGE PROOFS

the latter contains the only 1-entries in M, all non-edges of G are mapped
to O-entries of M. (In Case 2 the claim is trivial.) We remark that the prover’s
actions can be implemented in polynomial time when given a Hamiltonian cycle
of G as auxiliary input. Specifically, all that the prover needs to do is to check
if M is useful and to find an isomorphism between two given n-vertex
cycles.

Next, suppose that G is non-Hamiltonian. By Fact 4.10.8, with probability at
least Q(n~%/?), the matrix M is useful. Fixing any useful matrix M, we show
that the verifier rejects G, no matter what the prover does. Clearly, if the prover
behaves as in Case 2, then the verifier rejects (since M is useful). Thus we focus
on the case in which the prover outputs a pair of matchings (;r1, ;) (as in Case 1).
Let H denote the (unique) n-by-n Hamiltonian sub-matrix of M, and consider
the following sub-cases:

1. 7 (V) x m(V) does not equal H. Because the prover must reveal all entries not in
the sub-matrix 7, (V) x m,(V), it follows that it must reveal some row or column
of H. But such a row or column must contain a 1-entry, and so the verifier will
reject.

2. Otherwise, (V) x mp(V) = H. Also, each non-edge of G must be mapped to a
O-entry of H (or else the verifier will reject). It follows that the pre-image of each
l-entry in H must be an edge in G, which implies that G has a Hamiltonian cycle
(in contradiction to our hypothesis).

We conclude that in case G is non-Hamiltonian, it is rejected with probability
Qn=3?).

Finally, we show that the prover is zero-knowledge. This is done by con-
structing a simulator that, on input a graph G, randomly selects an n3-by-n*
matrix, denoted M, with distribution as in the common reference string (i.e.,
each entry being 1 with probability n=>). If M is not useful, then the simu-
lator outputs (G, M, {1, ...,n}?) (i.e., all bits are revealed, with values as in
M, and no certificate is given). Otherwise, ignoring this (useful) M, the sim-
ulator uniformly selects a pair of 1-1 mappings (7, 7,) such that 7; : V —
{1,...,n% for i = 1,2. The simulator outputs (G, 0"°~€, I, (;, 7,)), where
TE1, . 3P\ (i), 72(v)) : (u, v) € E}. The reader can easily verify that
the output distribution of the simulator is identical to the distribution seen by the
verifier. W

Using Propositions 4.10.9 and 4.10.5 and Remark 4.10.6, we conclude the following:

Theorem 4.10.10: Assuming the existence of one-way permutations,” each lan-
guage in N'P has a zero-knowledge non-interactive proof system. Furthermore,
assuming the existence of families of trapdoor permutations, each language in
NP has a zero-knowledge non-interactive proof system in which the prover can

25 As usual in this chapter, here and later, we mean constructs for which the hardness requirement also holds
with respect to non-uniform (polynomial-size) circuits.
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ZERO-KNOWLEDGE PROOF SYSTEMS

be implemented by a probabilistic polynomial-time machine that gets an N'P-
witness as auxiliary input.

4.10.3. Extensions

We present the two extensions mentioned at the beginning of this section: First we
consider proof systems that preserve zero-knowledge when applied polynomially many
times (with the same common reference string), and later we consider proof systems that
preserve security when the assertions (i.e., common inputs) are adversarially selected
after the common reference string has been fixed.

4.10.3.1. Proving Many Assertions of Varying Lengths

The definitions presented in Section 4.10.1 are restricted in two ways. First, they con-
sider the proving of only one assertion relative to the common reference string, and
furthermore the common reference string is allowed to be longer than the assertion
(though polynomial in length of the assertion). A stronger definition, provided next, al-
lows the proving of poly(n) assertions, each of poly(n) length, using the same n-bit-long
common reference string.

We first note that it suffices to treat the case in which the number of assertions is
unbounded but the length of each assertion is a priori bounded. Specifically, for any
& > 0, it suffices to consider the case where poly(n) assertions, each of length n®, need
to be proved relative to the same n-bit-long common reference string. The reason for
this is that we can reduce, in a “zero-knowledge manner,” any ' P-assertion of length
poly(n) into a sequence of poly(n) N P-assertions, each of length n¢: For example,
first we reduce the original (poly(n)-bit-long) N P-assertion to an assertion regarding
the 3-colorability of a poly(n)-vertex graph. Next, we use a commitment scheme with
commitments of length n°/2 in order to commit to the coloring of each vertex. Finally,
for each edge, we (invoke the proof system to) prove that the corresponding two com-
mitments are to two different values in {1, 2, 3}. Note that each such assertion is of an
NP type and refers to a pair of n®/2-bit-long strings.

We now turn to the actual definitions. First we note that nothing needs to be changed
regarding the definition of non-interactive proof systems (Definition 4.10.1). We still
require the ability to be convinced by valid assertions, as well as “protection” from
false assertions. Alas, a minor technical difference is that whereas in Definition 4.10.1
we denoted by n the length of the assertion and considered a common reference string
of length poly(n), here we let n denote the length of the common reference string used
for assertions of length n®. We call ¢ the fundamental constant of the proof system. In
contrast, the definition of zero-knowledge has to be extended to handle an (a priori)
unbounded sequence of proofs. (Recall that U, denotes a random variable, uniformly
distributed over {0, 1}".)

Definition 4.10.11 (Non-Interactive Zero-Knowledge, Unbounded Version):
A non-interactive proof system (P,V), with fundamental constant &, for a
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language L is unboundedly zero-knowledge if for every polynomial p there
exists a probabilistic polynomial-time algorithm M such that the following two
ensembles are computationally indistinguishable:

I {((xq,..., -xp(ﬂ))v Uy, (P(x1,Up), ..., P(xp(n)s Un)))})q ,,,,, Xpny€Lye
2' {M(xl 3 ey xp(n))}xl ..... Xp(n)ELne

where Ly £ LN {0, 1}%.

We comment that the non-interactive proof systems presented earlier (e.g., Construc-
tion 4.10.4) are not unboundedly zero-knowledge; see Exercise 34.

We now turn to the construction of unboundedly zero-knowledge (non-interactive)
proof systems. The underlying idea is to facilitate the simulation by potentially prov-
ing a fictitious assertion regarding a portion of the common reference string. The as-
sertion that will be potentially proved (about this portion) will have the following
properties:

1. The assertion holds for a negligible fraction of the strings of the same length. Thus,
adding this potential ability does not significantly affect the soundness condition.

2. Strings satisfying the assertion are computationally indistinguishable from uniformly
distributed strings of the same length. Thus, it will be acceptable for the simulator to use
such strings, rather than uniformly chosen ones (used in the real proof system).

3. The decision problem for the assertion is in A/P. This will allow a reduction to an
NP-complete problem.

An immediate assertion, concerning strings, that comes to mind is being produced by
a pseudorandom generator. This yields the following construction, where G denotes
such a generator.

Construction 4.10.12 (An Unboundedly Zero-Knowledge Non-Interactive
Proof System): Let G : {0, 1}* — {0, 1}%, let L, be an N'P-complete lan-
guage, let L be an arbitrary NP language, and consider the following NP
language:

def
L, =

{x,p):x e L\/3w € {0, 1" st. G(w') = p)
Consider a standard reduction of L, to Ly, and let g be a polynomial such that 3¢-
bit-long instances of L, are mapped to q(£)-bit-long instances of L. Let (P, V)
be an ordinary non-interactive proof system for L, and suppose that for some
polynomial q' the system (P, V) uses a common reference string of length q'(£)
for assertions of length q(£). Suppose that P takes as auxiliary input an N'P-
witness for membership in L1, and letn = q'(£) + 2¢L. Following is a specification
of a non-interactive proof system for L € NP :

e Common input: x € {0, 1}*.
e Common reference string: » = (p, s), where p € {0, 1}** and s € {0, 1}"~%,
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® Prover:

1. Using a standard reduction of L, to Ly, the prover reduces (x, p) € {0, 1)+

toy € {0, 1}99. In addition, when given an N'P-witness u for x € L, the prover
reduces® u to a witness, denoted w, for 'y € L.

2. The prover invokes P on common input y, auxiliary input w, and common
reference string s, obtaining output w, which it outputs/sends.

e Verifier:
1. Reduces (x, p) to y using the same standard reduction of L, to L.

2. Invokes V on common input y, common reference string s, and prover’s output
7, and decides as V does.

Note that the reduction maps (£ + 2£)-bit-long instances of L, to instances of L
having length ¢ (£). Recall that by the hypothesis, the proof system (P, V) handles L,
instances of length ¢(¢£) by using a reference string of length ¢’(£) = n — 2¢, which
exactly matches the length of s. Let ¢ > 0 be a constant satisfying n® < £ (i.e., (2¢ +
q'(£))f < £). Then we have the following:

Proposition 4.10.13: Let (P, V) be as before, and let G be a pseudorandom
generator. Furthermore, suppose that P is zero-knowledge and that when given an
NP-witness as auxiliary input, it can be implemented in probabilistic polynomial
time. Then Construction4.10.12 constitutes an unboundedly zero-knowledge non-
interactive proof system for L, with fundamental constant €. Furthermore, the
prover can be implemented by a probabilistic polynomial-time machine that gets
an N'P-witness as auxiliary input.

Proof Sketch: The completeness and efficiency claims for the new prover fol-
low immediately from the hypotheses concerning (P, V). The soundness con-
dition follows by observing that the probability that p is in the range of G
is at most 27 (and relying on the soundness of (P, V)). To prove the zero-
knowledge property, we construct a simulator as follows. The simulator uni-
formly selects u’ € {0, 1}¢ and s € {0, 1}"~2, sets p = G(u’), and handles each
instance x € {0, 1} in a sequence of L instances as follows: The simulator emu-
lates the prover’s program (on input x), except that it uses u’ as the N P-witness
for (x, p) € L,. Namely, the simulator reduces (x, p) € L, to y’ € Ly, along
with reducing the N P-witness u’ to a witness w’ (for y’). Next, the simula-
tor invokes P on common input y’, auxiliary input w’, and common reference
string s. Thus, when given a sequence of instances X = (xi, . . ., x,), the simulator
outputs (¥, (p, s), Py (y1,5), ..., Pw(y, s)), where y; is the result of applying
the reduction to (x;, p). Note that the efficiency of the simulator relies on the
efficient implementation of P (and on the efficiency of G). To prove that the
simulator’s output is computationally indistinguishable from the verifier’s view,

26We again use the fact that the standard reductions are coupled with an adequate witness-reduction (see
Exercise 16).
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4.10 NON-INTERACTIVE ZERO-KNOWLEDGE PROOFS

we combine the following two observations (which also rely on the efficient
implementation of P):

1. The distributions of the common reference string are indeed very different in the
two cases (i.e., real execution versus simulator’s output). Yet, by the pseudoran-
domness of G, this difference is computationally indistinguishable. Thus, the ver-
ifier’s view in real execution is computationally indistinguishable from its view
in the case in which the common reference string is selected exactly as in the
simulation (but the prover acts as in Construction 4.10.12).

2. The zero-knowledge property of P implies that P is witness-indistinguishable (as
defined in Section 4.6). Thus, one cannot distinguish the case in which P uses a
witness for x € L (as in Construction 4.10.12) from the case in which P uses as
witness a seed for the pseudorandom sequence p (as done by the simulator). The
same holds when repeating the proving process polynomially many times.

In other words, the zero-knowledge claim is proved by using a hybrid argument,
where the (single) intermediate hybrid corresponds to executing the prover strat-
egy (as is) on a pseudorandom reference string as produced by the simulator
(rather than on a truly random reference string). These two observations establish
that this intermediate hybrid is computationally indistinguishable from both of
the extreme hybrids (which are the ensembles we wish to relate). B

Using Theorem 4.10.10 and Proposition 4.10.13, we obtain the following:

Theorem 4.10.14: Assuming the existence of families of trapdoor permutations,?’
each language in N'P has an unboundedly zero-knowledge non-interactive proof
system. Furthermore, the prover can be implemented by a probabilistic polynomial-
time machine that gets an N'P-witness as auxiliary input.

4.10.3.2. Adaptive Zero-Knowledge

As mentioned in Section 4.10.1, the definitions used thus far are non-adaptive. This
refers to both the soundness and the zero-knowledge conditions. (The same applies
also to the completeness condition; but because all commonly used schemes have
perfect completeness,?® this issue is of little interest). In the adaptive analogies, the
common input is adversarially selected after the common reference string is fixed. The
formulation of adaptive soundness is straightforward, and we call the reader’s attention
to the formulation of adaptive zero-knowledge.

Definition 4.10.15 (Non-Interactive Zero-Knowledge Proofs, Adaptive
Version): Let (P, V) be a non-interactive proof system for a language L (i.e., as
in Definition 4.10.1).

?TSee footnote 25.
28That is, for every x € L, it actually holds that Pr[V(x, R, P(x, R)) = 1] = 1.
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® Adaptive soundness: We say that (P, V) is adaptively sound if for every n and
every pair of functions B : {0, 1}P°Y" — ({0, 1}" \ L) and TI : {0, 1}P°¥™
{0, l}poly(n),

PriV(E(R), R, TI(R)) = 1] < %

where R is a random variable uniformly distributed in {0, 1}P°Y™.

e Adaptive zero-knowledge: We say that (P, V) is adaptively zero-knowledge if
there exist two probabilistic polynomial-time algorithms M, and M, such that
for every function B : {0, 1P — ({0, 1}* N L) the ensembles {(R,, B(R,),
P(Z(R,), R)}nen, and {ME(1M)},en are computationally indistinguishable,
where R, is a random variable uniformly distributed in {0, 1}P°V® and ME(1")
denotes the output of the following randomized process:

1. (r,s) < M(1")

2. x < E(r)

3. <« My(x,s)

4. Output (r,x, )

(That is, M generates a pair (r, s) consisting of a supposedly common reference
string r and auxiliary information s to be used by M. The latter, given an adaptively

selected input x and the auxiliary information s, generates an alleged proof w. We
stress that x can depend on r, but not on s.)

As usual, the error probability (in the adaptive-soundness condition) can be reduced
(from $) down to 27P°(*D. Also, any non-interactive proof system (i.e., of non-adaptive
soundness) can be transformed into a system that is adaptively sound by merely reducing
the error probability and applying the union bound; that is, for every & : {0, 1}PoY() —
({0, 1}*\ L) and IT : {0, 1}P°M® — {0, 1}P°V™ we have

PrV(E(R), R, TI(R)) = 1] < Z Pr[V(x, R, TI(R)) = 1]

x€{0,1}"\L
<2". XJ(?%\L{P”V(X R, TI(R)) = 1]}

In contrast to the foregoing trivial transformation (from non-adaptive to adaptive sound-
ness), we do not know of a simple transformation of non-interactive zero-knowledge
proofs into ones that are adaptively zero-knowledge. Fortunately, however, the exposi-
tion in Section 4.10.2 extends to the adaptive setting. (The key idea is that the reference
string in these proof systems can be generated obliviously of the common input.?®) We
obtain the following:

Theorem 4.10.16: Assuming the existence of one-way permutations, each
language in NP has a non-interactive proof system that is adaptively

2 Specifically, this is obvious for the simulator presented in the proof of Proposition 4.10.9. We stress that
this simulator determines the values of all hidden bits independently of the common input (i.e., either they form a
random unuseful matrix or they are “effectively” all zeros). The simulator for the proof of Proposition 4.10.5 can
be easily modified to work for such hidden-bit model simulators.

308ee footnote 25.
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4.11>* MULTI-PROVER ZERO-KNOWLEDGE PROOFS

zero-knowledge. Furthermore, assuming the existence of families of trapdoor
permutations, the prover strategy in such a proof system can be implemented by
a probabilistic polynomial-time machine that gets an N'P-witness as auxiliary
input.

The “furthermore” statement extends to a model that allows the adaptive selection of
polynomially many assertions (i.e., a model that combines the two extensions discussed
in this subsection).

4.11.* Multi-Prover Zero-Knowledge Proofs

In this section we consider an extension of the notion of an interactive proof system.
Specifically, we consider the interaction of a verifier with more than one prover (say,
two provers). The provers can share an a-priori-selected strategy, but it is assumed that
they cannot interact with each other during the time period in which they interact with
the verifier. Intuitively, the provers can coordinate their strategies prior to, but not dur-
ing, their interrogation by the verifier. Indeed, the multi-prover model is reminiscent
of the common police procedure of isolating suspected collaborators and interrogating
each of them separately. We discuss one realistic (digital) setting in which this model
is applicable.

The notion of a multi-prover interactive proof plays a fundamental role in complexity
theory. That aspect is not addressed here. In the current section we merely address the
zero-knowledge aspects of multi-party interactive proofs. Most importantly, the multi-
prover model enables the construction of (perfect) zero-knowledge proof systems for
NP, independent of any complexity-theoretic assumptions.

4.11.1. Definitions

For the sake of simplicity, we consider the two-prover model. We remark that the use
of more provers would not offer any essential advantages (and specifically, none that
would interest us in this section). Loosely speaking, a two-prover interactive proof
system is a three-party protocol in which two parties are provers and the additional
party is a verifier. The only interaction allowed in this model is between the verifier
and each of the provers individually. In particular, a prover does not “know” the con-
tent of the messages sent by the verifier to the other prover. The provers do, however,
share a random-input tape that is (as in the one-prover case) “beyond the reach” of the
verifier. The two-prover setting is a special case of the two-partner model described
next.

4.11.1.1. The Two-Partner Model

The two-partner model consists of two partners interacting with a third party, called
the solitary. The two partners can agree on their strategies beforehand, and in particular
they can agree on a common uniformly chosen string. Yet once the interaction with
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the solitary begins, the partners can no longer exchange information. The following
definition of such an interaction extends Definitions 4.2.1 and 4.2.2.

Definition 4.11.1 (Two-Partner Model): The two-partner model consists of
three interactive machines, two called partners and the third called the solitary,
that are linked and interact as hereby specified:

® Theinputtapes of all three parties coincide, and their content is called the common
input.

® The random tapes of the two partners coincide and are called the partners’ ran-
dom tape. (The solitary has a separate random tape.)

e The solitary has two pairs of communication tapes and two switch tapes, instead
of a single pair of communication tapes and a single switch tape (as in Defini-
tion 4.2.1).

® The two partners have the same identity, and the solitary has an opposite identity
(see Definitions 4.2.1 and 4.2.2).

o The first (resp., second) switch tape of the solitary coincides with the switch
tape of the first (resp., second) partner, and the first (resp., second) read-only
communication tape of the solitary coincides with the write-only communication
tape of the first (resp., second ) partner, and vice versa.

® The joint computation of the three parties, on a common input x, is a sequence of
triplets. Each triplet consists of the local configurations of the three machines. The
behavior of each partner-solitary pair is as in the definition of the joint computation
of a pair of interactive machines.

We denote by ( Py, P,, S)(x) the output of the solitary S after interacting with the
partners Py and P,, on common input x.

4.11.1.2. Two-Prover Interactive Proofs

A two-prover interactive proof system is now defined analogously to the one-prover

case (see Definitions 4.2.4 and 4.2.6).

Definition 4.11.2 (Two-Prover Interactive Proof System): A triplet of interac-
tive machines (P, P>, V) in the two-partner model is called a proof system for
a language L if the machine V (called verifier) is probabilistic polynomial-time
and the following two conditions hold:

® Completeness: For every x € L,

Pri(P1, P, V)(x) = 1] =

W N

e Soundness: For every x & L and every pair of partners (B, By),

Pr((By, B, V)(x) =1] <

(SR

As usual, the error probability in both conditions can be reduced (from %) down to
27PN(IxD by sequentially repeating the protocol sufficiently many times. Error reduction
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via parallel repetitions is problematic (in general) in this context; see the suggestions
for further reading at the end of the chapter.

The notion of zero-knowledge (for multi-prover systems) remains exactly as in the
one-prover case. Actually, we make the definition of perfect zero-knowledge more strict
by requiring that the simulator never fail (i.e., never outputs the special symbol _1).3!
Namely:

Definition 4.11.3: We say that a (two-prover) proof system (Py, P, V) for a
language L is perfect zero-knowledge if for every probabilistic polynomial-time
interactive machine V* there exists a probabilistic polynomial-time algorithm
M* such that for every x € L the random variables (Py, P, V*)(x) and M*(x)
are identically distributed.

Extension to the auxiliary-input (zero-knowledge) model is straightforward.

4.11.2. Two-Sender Commitment Schemes

The thrust of the current section is toward a method for constructing perfect zero-
knowledge two-prover proof systems for every language in A/P. This method makes
essential use of a commitment scheme for two senders and one receiver that possesses
information-theoretic secrecy and unambiguity properties (i.e., is perfectly hiding and
perfectly binding). We stress that it is impossible to achieve information-theoretic
secrecy and unambiguity properties simultaneously in the single-sender model.

4.11.2.1. A Definition

Loosely speaking, a two-sender commitment scheme is an efficient two-phase protocol
for the two-partner model through which the partners, called senders, can commit
themselves to a value such that the following two conflicting requirements are satisfied:

1. Secrecy: At the end of the commit phase, the solitary, called the receiver, does not gain
any information about the senders’ value.

2. Unambiguity: Suppose that the commit phase is successfully completed. Then if later
the senders can perform the reveal phase such that the receiver accepts the value 0 with
probability p, then they cannot perform the reveal phase such that the receiver accepts
the value 1 with probability substantially greater than 1 — p. We stress that no interaction
is allowed between the senders throughout the entire commit and reveal process. (We
comment that for every p the senders can always conduct the commit phase such that
they can later reveal the value O with probability p and the value 1 with probability
1 — p. See Exercise 35.)

Instead of presenting a general definition, we restrict our attention to the special case of
two-sender commitment schemes in which only the first sender (and the receiver) takes
part in the commit phase, whereas only the second sender takes part in the (canonical)
reveal phase. Furthermore, we assume, without loss of generality, that in the reveal

31Recall that in Definition 4.3.1, the simulator was allowed to fail (with probability at most %).
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phase the second sender sends the content of the joint random tape (used by the first
sender in the commit phase) to the receiver. We stress again that the two senders cannot
exchange information between themselves throughout the entire commit and reveal
process; thus, in particular, the second sender does not know the messages sent by the
receiver to the first sender during the commit phase.

Definition 4.11.4 (Two-Sender Bit Commitment): A two-sender bit-commit-
ment scheme is a triplet of probabilistic polynomial-time interactive machines,
denoted (S, S, R), for the two-partner model satisfying the following:

¢ Input specification: The common input is an integer n presented in unary, called
the security parameter. The two partners, called the senders, have an auxiliary
private input v € {0, 1}.

o Secrecy: The 0-commitment and the 1-commitment are identically distributed.
Namely, for every probabilistic (not necessarily polynomial-time) machine R*
interacting with the first sender (i.e., S1), the random variables (S;(0), R*)(1")
and (S1(1), R*)(1") are identically distributed.

e Unambiguity: Preliminaries: For simplicity, v € {0, 1} and n € N are implicit in
all notations.

1. As in Definition 4.4.1, a receiver’s view of an interaction with the (first) sender;
denoted (r, m), consists of the random coins used by the receiver, denoted r, and
the sequence of messages received from the (first) sender, denoted .

2. Let o € {0, 1}. We say that the string s is a possible o -opening of the receiver’s
view (r, m) if m describes the messages received by R when R uses local coins r
and interacts with machine S1, which uses local coins s and input (o, 1™).

3. Let ST be an arbitrary program for the first sender. Let p be a real and o €
{0, 1}. We say that p is an upper bound on the probability of a o-opening of
the receiver’s view of the interaction with S} if for every random variable X
(representing the string sent by the second sender in the reveal phase), which is
statistically independent of the receiver’s coin tosses, the probability that X is a
possible o -opening of the receiver’s view of an interaction with S} is at most p.
That is,

Pr[X is a o-opening of (ST, R)(1")] < p

(The probability is taken over the coin tosses of the receiver, the strategy S}, and
the random variable X.)

4. Let S} be as before, and for each o € {0, 1} let p, be an upper bound on the
probability of a o -opening of the receiver’s view of the interaction with S7. We say
that the receiver’s view of the interaction with S7 is unambiguous if py + p; <
1427

The unambiguity requirement asserts that for every program for the first sender
ST the receiver’s interaction with S} is unambiguous.

In the formulation of the unambiguity requirement, the random variables X represent
possible strategies of the second sender. Such a strategy may depend on the random
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input that is shared by the two senders, but is independent of the receiver’s random
coins (since information on these coins, if any, is only sent to the first sender). The
strategies employed by the two senders determine, for each possible coin-tossing of
the receiver, a pair of probabilities corresponding to their success in a 0-opening and a
1-opening. (In fact, bounds on these probabilities are determined merely by the strategy
of the first sender.) The unambiguity condition asserts that the average of these pairs,
taken over all possible receiver’s coin tosses, is a pair that sums up to at most 1 4+ 27",
Intuitively, this means that the senders cannot do more harm than deciding at random
whether to commit to O or to 1. Both the secrecy and unambiguity requirements are
information-theoretic (in the sense that no computational restrictions are placed on the
adversarial strategies). We stress that we have implicitly assumed that the reveal phase
takes the following canonical form:

1. The second sender sends to the receiver the initial private input v and the random coins
s used by the first sender in the commit phase.

2. The receiver verifies that v and s (together with the private coins (i.e., ) used by R in
the commit phase) indeed yield the messages that R has received in the commit phase.
Verification is done in polynomial time (by running the programs S; and R).

Consider the pairs (pg, p;) assigned to each strategy S} in the unambiguity condition
of Definition 4.11.4. We note that the highest possible value of py + p; is attainable
by deterministic strategies for both senders.?? Thus, it suffices to consider an arbitrary
deterministic strategy S} for the first sender and fixed o-openings, denoted s, for
o € {0, 1}. The unambiguity condition thus says that for every such S}, s°, and s',

Z Pr[s? is a o-opening of (S7, R)(1")] < 1+27"
ae{0,1}
In fact, for the construction presented next, we shall establish a stronger condition:
Strong unambiguity condition: For every deterministic strategy Si and
every pair of strings (s°, s'),

Pr[Vo € {0, 1}, s is a o-opening of (S}, R)(1")] < 27"

(Clearly, if the unambiguity condition is violated, then so is the strong unambiguity
condition.)

4.11.2.2. A Construction

By the foregoing conventions, it suffices to explicitly describe the commit phase (in
which only the first sender takes part).

32We use an averaging argument. First note that for every (probabilistic) S} and o there exists a string s
maximizing the probability that any fixed string is a o-opening of (S}, R)(1"). Thus, the probability that 57 is
a o-opening of (S}, R)(1") is an upper bound on the probability that X (as in the definition) is a o-opening of
(S i‘ R)(1™). Similarly, fixing such a pair (so, sl ), we view S’ l* as a distribution over deterministic strategies for the
first sender and consider the sum of the two probabilities assigned to each such strategy S;™. Thus, there exists a
deterministic strategy S;* for which this sum is at least as large as the sum associated with S}.
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Construction 4.11.5 (A Two-Sender Bit Commitment):

® Preliminaries: Let my and m; denote two fixed permutations over {0, 1,2} such
that m is the identity permutation and 1| is a permutation consisting of a single
transposition, say (1, 2). Namely, 7i(1) = 2, 71(2) = 1, and 71(0) = 0.

e Common input: The security parameter n (in unary).

e Sender’s input: o € {0, 1}.

® A convention: Suppose that the content of the senders’ random tape encodes a
uniformly selecteds = s ---s, € {0, 1, 2}".

® Commit phase:

1. The receiver uniformly selects ¥ =ry---r, € {0, 1} and sends ¥ to the first
sender:

. def
2. Foreachi, the first sender computes c; = 7,,(s;) + o mod 3 and sends c; - - - ¢,
to the receiver.

We remark that the second sender could have opened the commitment either way if
it had known 7 (sent by the receiver to the first sender). The point is that the second
sender does not know 7, and this fact drastically limits its ability to cheat.

Proposition4.11.6: Construction4.11.5 constitutes a two-sender bit-commitment
scheme.

Proof: The security property follows by observing that for every choice of 7 €
{0, 1}" the message sent by the first sender is uniformly distributed over {0, 1, 2}".

The (strong) unambiguity property is proved by contradiction. As a motivation,
we first consider the execution of the preceding protocol, with n equal to 1, and
show that it is impossible for the two senders always to be able to open the
commitments both ways. Consider any pair, (s°, s'), such that s is a possible
0-opening and s' is a possible 1-opening, both with respect to the receiver’s
view. We stress that these s°’s must match all possible receiver’s views (or else
the opening does not always succeed). It follows that for each r € {0, 1} both
7,.(s%) and 7, (s') + 1 mod 3 must fit the message received by the receiver (in the
commit phase) in response to message r sent by it. Hence, 7,(s°) = m,(s!) + 1
(mod 3) holds for each r € {0, 1}. Contradiction follows because no two s°, s! €
{0, 1, 2} can satisfy both 7ro(s°) = 7mo(s') + 1 (mod 3),and 7, (s°) = m(s") + 1
(mod 3), the reason being that the first equality implies s = s' +1 (mod 3),
which combined with the second equality yields 7;(s' 4+ 1 mod 3) = m;(s') + 1
(mod 3), whereasforevery s € {0, 1, 2}itholdsthatm(s + 1 mod 3) £ m1(s)+ 1
(mod 3).

We now turn to the actual proof of the strong unambiguity property. The arbi-
trary (deterministic) strategy of the first sender is captured by a function, denoted
f, mapping n-bit-long strings into sequences in {0, 1, 2}". Thus, the receiver’s
view, when using coin sequence ¥ =r;---r, € {0, 1}", consists of (7, f(7)).
Let 5° and 5' denote arbitrary opening attempts (i.e., 0-opening and 1-opening,
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respectively) of the second sender. Without loss of generality, we can assume
that both 5° and 5" are in {0, 1, 2}" and let 5° = s7 - - - s7 (with s7 € {0, 1, 2}).
The strong unambiguity property asserts that for a uniformly selected 7 € {0, 1}"
the probability that 5° and 5' are 0-opening and 1-opening, respectively, of the
receiver’s view (7, f(r)) is at most 27".

Let us denote by R the set of all strings 7 € {0, 1}" for which the sequence
5° is a possible o -opening of the receiver’s view (7, f(7)). Namely,

RO ={r: (Vi) fi(")=m,(s7)+0o (mod3)}

where ¥ =r;---r,, and f(r) = fi(¥)--- fu(r¥). Then the strong unambiguity
property asserts that [R° N R'| < 27" . |{0, 1}"|. That is:

Claim 4.11.6.1: |[R°NR'| < 1.

Proof: Suppose, on the contrary, that @, 8 € R° N R' (and & # B). Then there
exists an i such that o; # B; and, without loss of generality, «; = 0 (and 8; = 1).
By the definition of R? it follows that

fi@) =mo(s?) (mod 3)
fi@ =m(s}) +1 (mod 3)
fi(B)=mi(s7) (mod 3)
fiB)=m(s))+1 (mod 3)

Contradiction follows as in the motivating discussion. That is, using the first two
equations and the fact that mr, is the identity, we have sl.1 +1= s? (mod 3), and
combining this with the last two equations, we have

m(s)+1) =m(s)) =m(s)) +1 (mod 3)

in contradiction to the (readily verified) fact that ;(s + 1 mod 3) = m,(s) + 1
(mod 3) forevery s € {0, 1,2}. O

This completes the proof of the proposition. l

Remark 4.11.7 (Parallel Executions). The proof extends to the case in which many
instances of the protocol are executed in parallel. In particular, by ¢ parallel executions
of Construction 4.11.5, we obtain a two-sender commitment scheme for z-bit-long
strings. Note that we are content in asserting that the probability that the verifier’s view
has two conflicting openings is at most 27" (or even ¢ - 27"), rather than seeking error
reduction (i.e., a probability bound of 277").

4.11.3. Perfect Zero-Knowledge for NP

Two-prover perfect zero-knowledge proof systems for any language in NP follow
easily by modifying Construction 4.4.7. The modification consists of replacing the bit-
commitment scheme used in Construction 4.4.7 with the two-sender bit-commitment
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scheme of Construction 4.11.5. Specifically, the modified proof system for Graph
Coloring proceeds as follows.

Two-Prover Atomic Proof of Graph Coloring

1. The first prover uses the prover’s random tape to determine a permutation of the coloring.
In order to commit to each of the resulting colors, the first prover invokes (the commit
phase of) a two-sender bit commitment, setting the security parameter to be the number
of vertices in the graph. (The first prover plays the role of the first sender, whereas the
verifier plays the role of the receiver.)

2. The verifier uniformly selects an edge and sends it to the second prover. In response, the
second prover reveals the colors of the endpoints of the required edge by sending the
portions of the prover’s random tape used in the corresponding instance of the commit
phase.

As usual, one can see that the provers can always convince the verifier of valid claims
(i.e., the completeness condition holds). Using the unambiguity property of the two-
sender commitment scheme (and ignoring the 27" deviation from the “perfect case”),
we can think of the first prover as selecting at random, with arbitrary probability
distribution, a color assignment to the vertices of the graph. We stress that this claim
holds although many instances of the commit protocol are performed concurrently (see
Remark 4.11.7). If the graphis not 3-colored, then each of the possible color assignments
chosen by the first prover is illegal, and a weak soundness property follows. Yet, by
executing this protocol polynomially many times, even in parallel, we derive a protocol
satisfying the soundness requirement. We stress that the fact that parallelism is effective
here (as means for decreasing error probability) follows from the unambiguity property
of the two-sender commitment scheme and not from a general “parallel-composition
lemma” (which is highly non-trivial in the two-prover setting).

We now turn to the zero-knowledge aspects of this protocol. It turns out that this part
is much easier to handle than in all previous cases we have seen. In the construction
of the simulator, we take advantage on the fact that the simulator is playing the role
of both provers (and hence the unambiguity of the commitment scheme does not ap-
ply). Specifically, the simulator, playing the role of both senders, can easily open each
commitment any way it wants. (Here we take advantage of the specific structure of the
commitment scheme of Construction 4.11.5.) Details follow.

Simulation of the Atomic Proof of Graph Coloring

1. The simulator generates random “commitments to nothing.” Namely, the simulator in-
vokes the verifier and answers the verifier’s messages that belong to the commit phase
by a sequence of uniformly chosen strings over {0, 1, 2}.

2. Upon receiving the query-edge (u, v) from the verifier, the simulator uniformly selects
two different colors, ¢, and ¢,,, and opens the corresponding commitments so as to reveal
these values. The simulator has no difficulty in doing so, because, unlike the second
prover, it knows the messages sent by the verifier in the commit phase. Specifically,
given the receiver’s view of the commit phase, (r; - - - r,, ¢| - - - ¢;,), @ 0-opening (resp.,
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1-opening) is computed by setting s; = 7, '(c;) (resp., s; = T, I(¢; — 1)) for all i. Note
that the receiver’s view of the commit phase equals the messages exchanged by the
verifier and the first prover, and these were generated in Step 1.

Note that the simulator’s messages are distributed identically to the provers’ messages
in the real interaction. (The only difference is in the way these messages are generated:
In the real interaction, the s;’s are selected uniformly in {1, 2, 3} and (together with the
r;’s and the randomly permuted coloring) determine the c;’s, whereas in the simulation
the ¢;’s are selected uniformly in {1, 2, 3} and (together with the r;’s and a random pair
in {1, 2, 3}) determine the revealed s;’s.)

We remark that the entire argument extends easily to the case in which polynomi-
ally many instances of the protocol are performed concurrently. Thus, we obtain the
following:

Theorem 4.11.8: Every language in N'P has a perfect zero-knowledge two-
prover proof system. Furthermore, this proof system has the following additional
properties:

o Communication is conducted in a single round: The verifier sends a single message
to each of the two provers, which in turn respond with a single message.

® The soundness error is exponentially vanishing.

® The strategies of the two provers can be implemented by probabilistic polynomial-
time machines that get an N'P-witness as auxiliary input.

Efficiency Improvement. A dramatic improvement in the efficiency of two-prover
(perfect) zero-knowledge proofs for /P can be obtained by relying on results regard-
ing probabilistically checkable proofs (PCPs). In particular, such proof systems, with
negligible error probability, can be implemented in probabilistic polynomial time, so
that the total number of bits exchanged in the interaction is poly-logarithmic.

4.11.4. Applications

Multi-prover interactive proofs are useful only in settings in which the “proving entity”
can be “split” into two (or more) parts and its parts kept ignorant of one another during
the proving process. In such cases, we get perfect zero-knowledge proofs without having
to rely on complexity-theoretic assumptions. In other words, general (widely believed)
intractability assumptions are replaced by physical assumptions concerning the specific
setting in which the proving process takes place.

One natural application is to the problem of identification and specifically the identi-
fication of a user at some station. In Section 4.7 we discuss how to reduce identification
to a zero-knowledge proof of knowledge (for some N P-relation). Here we suggest
supplying each user with two smart-cards, implementing the two provers in a two-
prover zero-knowledge proof of knowledge. These two smart-cards have to be inserted
in two different slots of the station, and this should guarantee that the smart-cards
cannot communicate with one another. The station will play the role of the verifier in
the zero-knowledge proof of knowledge. This way, the station is perfectly protected
against impersonation, whereas the users are perfectly protected against pirate stations
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that may try to extract knowledge from the smart-cards (so as to enable impersonation
by their own agents).

4.12. Miscellaneous

4.12.1. Historical Notes

Interactive proof systems were introduced by Goldwasser, Micali, and Rackoff [124].3
A restricted form of interactive proof, known by the name Arthur-Merlin game (or
public-coin proof), was introduced in [8] and shown in [128] to be equivalent to gen-
eral interactive proofs. The interactive proof for Graph Non-Isomorphism is due to
Goldreich, Micali, and Wigderson [112]. The amazing theorem-proving power of in-
teractive proofs was subsequently demonstrated in [157, 198], showing interactive
proofs for coNP and (more generally) for PSP ACE, respectively.

The concept of zero-knowledge was introduced by Goldwasser, Micali, and Rackoff
in the very same paper [124]. That paper also contained a perfect zero-knowledge proof
for Quadratic Non-Residuosity. The perfect zero-knowledge proof system for Graph
Isomorphism is due to Goldreich, Micali, and Wigderson [112].

The zero-knowledge proof systems for all languages in AP, using any (non-uniform
secure) commitment scheme, are also due to Goldreich, Micali, and Wigderson [112].34
(Zero-knowledge proof systems for all languages in Z'P have been presented in [136]
and [25].)

The cryptographic applications of zero-knowledge proofs were the very motivation
for their introduction in [124]. Zero-knowledge proofs were applied to solve crypto-
graphic problems in [81] and [54]. However, many more applications became possible
once it was shown how to construct zero-knowledge proof systems for every language
in NP. In particular, general methodologies for the construction of cryptographic
protocols have appeared in [112, 113].

The construction of commitment schemes based on one-way permutations can be
traced to [31]. The construction of commitment scheme based on pseudorandom gen-
erators is due to Naor [170].

Credits for the Advanced Sections

Negative Results. The results demonstrating the necessity of randomness and inter-
action for zero-knowledge proofs are from [115]. The results providing upper bounds on
the complexity of languages with almost-perfect zero-knowledge proofs (i.e.,
Theorem 4.5.8) are from [83] and [2]. The results indicating that one-way functions
are necessary for non-trivial zero-knowledge are from [181]. The negative results

33Earlier versions of their paper date to early 1983. Yet the paper, having been rejected three times from major
conferences, first appeared in public only in 1985, concurrently with the paper of Babai [8].

34 A weaker result was shown later in [41]: It provides an alternative construction of zero-knowledge proof
systems for AP, using a stronger intractability assumption (specifically, the intractability of the Quadratic Resid-
uosity problem).
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concerning parallel composition of zero-knowledge proof systems (i.e., Proposition
4.5.9 and Theorem 4.5.11) are from [106].

Witness Indistinguishability. The notions of witness indistinguishability and witness-
hiding, were introduced and developed by Feige and Shamir [78]. Section 4.6 is based
on their work.

Proofs of Knowledge. The concept of proofs of knowledge originates from the paper
of Goldwasser, Micali, and Rackoff [124]. Early attempts to provide a definition of that
concept appear in [75] and [205]; however, those definitions were not fully satisfactory.
The issue of defining proofs of knowledge has been extensively investigated by Bellare
and Goldreich [17], and we follow their suggestions. The application of zero-knowledge
proofs of knowledge to identification schemes was discovered by Feige, Fiat, and
Shamir [80, 75]. The Fiat-Shamir identification scheme [80] is based on the zero-
knowledge proof for Quadratic Residuosity of Goldwasser, Micali, and Rackoff [124].

Computationally Sound Proof Systems (Arguments). Computationally sound proof
systems (i.e., arguments)® were introduced by Brassard, Chaum, and Crépeau [40].
Their paper also presents perfect zero-knowledge arguments for AP based on the
intractability of factoring. Naor et al. [171] showed how to construct perfect zero-
knowledge arguments for A/P based on any one-way permutation, and Construc-
tion 4.8.3 is taken from their paper. The poly-logarithmic-communication argument
system for NP (of Section 4.8.4) is due to Kilian [143].

Constant-Round Zero-Knowledge Protocols. The round-efficient zero-knowledge
proof systems for NP, based on any claw-free collection, is taken from [105]. The
round-efficient zero-knowledge arguments for /P, based on any one-way function, is
due to [77], yet our presentation (which uses some of their ideas) is different. (The alter-
native construction outlined in Section 4.9.2.3 is much more similar to the construction
in [77].)

Non-Interactive Zero-Knowledge Proofs. Non-interactive zero-knowledge proof sys-
tems were introduced by Blum, Feldman, and Micali [34]. The constructions presented
in Section 4.10 are due to Feige, Lapidot, and Shamir [76]. For further detail on Remark
4.10.6, see [23].

Multi-Prover Zero-Knowledge Proofs. Multi-prover interactive proofs were intro-
duced by Ben-Or, Goldwasser, Kilian, and Wigderson [26]. Their paper also presents a
perfect zero-knowledge two-prover proof system for A/P. The perfect zero-knowledge
two-prover proof for AP presented in Section 4.11 follows their ideas; however, we ex-
plicitly state the properties of the two-sender commitment scheme in use. Consequently,
we observe that (sufficiently many) parallel repetitions of this specific proof system will

33 Unfortunately, there is some confusion regarding terminology in the literature: In some work (particularly
[40]), computationally sound proofs (arguments) are negligently referred to as “interactive proofs.”
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decrease the error probability to a negligible one.* (The efficiency improvement, briefly
mentioned at the end of Section 4.11.3, is due to [66].)

We mention that multi-prover interactive proof systems are related to probabilisti-
cally checkable proof (PCP) systems. The complexity-theoretic aspects of these proof
systems have been the focus of much interest. The interested reader is referred to
Sections 2.4 and 2.5.2 of [97] (and to the references therein).

4.12.2. Suggestions for Further Reading

A wider perspective on probabilistic proof systems is offered by Goldreich [97]: In
particular, Chapter 2 of [97] contains further details on interactive proof systems, an
introduction to probabilistically checkable proof (PCP) systems and discussions of other
types of probabilistic proof systems. The exposition focuses on the basic definitions and
results concerning such systems and emphasizes both the similarities and differences
between the various types of probabilistic proofs. Specifically, like zero-knowledge
proof systems, all probabilistic proof systems share a common (untraditional) feature:
They carry a probability of error. Yet this probability is explicitly bounded and can
be reduced by successive applications of the proof system. The gain in allowing this
untraditional relaxation is substantial, as demonstrated by three well-known results
regarding interactive proofs, zero-knowledge proofs, and probabilistic checkable proofs:
In each of these cases, allowing a bounded probability of error makes the system much
more powerful and useful than the traditional (errorless) counterparts.

Since their introduction a decade and a half ago, zero-knowledge proofs have been
the focus of much research. We refrain from offering a comprehensive list of suggestions
for further reading. Instead, we merely point out some works that address obvious gaps
in the current chapter.

® A uniform-complexity treatment of zero-knowledge is provided in [94]. In particular,
it is shown how to use (uniformly) one-way functions to construct interactive proof
systems for AP such that it is infeasible to find instances in which the prover leaks
knowledge.

e Statistical (a.k.a almost-perfect) zero-knowledge proofs offer absolute levels of security
for both the prover and the verifier; that is, both the zero-knowledge and soundness con-
ditions are satisfied in a strong probabilistic sense rather than in a computational one.
The class of problems possessing statistical zero-knowledge proofs, denoted SZIKC, is
quite intriguing (e.g., it contains some hard problems [124, 109], has complete prob-
lems [194, 118, 120], and is closed under complementation [180, 194, 118]). The inter-
ested reader is directed to Vadhan'’s thesis [206].

We mention that some of the techniques developed toward studying SZK are
also applicable in the context of ordinary (computational) zero-knowledge proofs
(e.g., the transformation from public-coin proof systems that are zero-knowledge with
respect to an honest verifier to similar systems that are zero-knowledge in general
[118]).

36This observation escaped the authors of [146], who, being aware of the problematics of parallel repetitions
(of general multi-prover systems), suggested an alternative construction.
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e In Section 4.5 we discussed the problematics of parallel repetition in the context of zero-
knowledge. As mentioned there, parallel repetition is also problematic in the context of
computationally sound proofs [19] and in the context of multi-prover proofs [74, 190].

e In continuation of Section 4.9, we mention that round-efficient perfect zero-knowledge
arguments for AP, based on the intractability of the discrete-logarithm problem, have
been published [42].

e In continuation of Section 4.10, we mention that a much more efficient construction
of non-interactive proof systems for N'P, based on the same assumptions as [76], has
appeared in [144]. Further strengthenings of non-interactive zero-knowledge have been
suggested in [193].

e The paper by Goldwasser, Micali, and Rackoff [124] also contains a suggestion for a
general measure of “knowledge” revealed by a prover. For further details on this measure,
which is called knowledge complexity, see [116] (and the references therein). (Indeed,
knowledge-complexity zero coincides with zero-knowledge.)

Finally, we mention recent research taking place regarding the preservation of zero-
knowledge in settings such as concurrent asynchronous executions [68, 189, 60] and
resettable executions [47]. It would be unwise to attempt to summarize those research
efforts at the current stage.

4.12.3. Open Problems

Our formulation of zero-knowledge (e.g., perfect zero-knowledge as defined in
Definition 4.3.1) is different from the standard definition used in the literature (e.g.,
Definition 4.3.6). The standard definition refers to expected polynomial-time ma-
chines rather than to strictly (probabilistic) polynomial-time machines. Clearly, Defini-
tion 4.3.1 implies Definition 4.3.6 (see Exercise 7), but it is unknown whether or not the
converse holds. In particular, the known constant-round zero-knowledge protocols for
NP are known to be zero-knowledge only when allowing expected polynomial-time
simulators. This state of affairs is quite annoying, and resolving it will be of theoretical
and practical importance.

Whereas zero-knowledge proofs for A/P can be constructed based on any (non-
uniformly) one-way function (which is the most general assumption used in this book),
some other results mentioned earlier require stronger assumptions. Specifically, it would
be nice to construct constant-round zero-knowledge proofs, perfect zero-knowledge
arguments, and non-interactive zero-knowledge proofs for NP based on weaker as-
sumptions than the ones currently used.

4.12.4. Exercises
The exercises in this first batch are intended for coverage of the basic material (i.e.,
Sections 4.1-4.4).
Exercise 1: Decreasing the error probability in interactive proof systems: Prove

Proposition 4.2.7.
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Guideline: Execute the weaker interactive proof sufficiently many times, using indepen-
dently chosen coin tosses for each execution, and rule by comparing the number of
accepting executions to an appropriate threshold. Observe that the bounds on complete-
ness and soundness need to be efficiently computable. Be careful when demonstrating
the soundness of the resulting verifier (i.e., do not assume that the cheating prover ex-
ecutes each copy independently of the other copies). We note that the statement remains
valid regardless of whether these repetitions are executed sequentially or “in parallel,” but
demonstrating that the soundness condition is satisfied is much easier in the sequential
case.

Exercise 2: The role of randomization in interactive proofs, Part 1: Prove that if L has

an interactive proof system in which the verifier is deterministic, then L ¢ N'P.
Guideline: Note that if the verifier is deterministic, then the entire interaction between the
prover and the verifier can be determined by the prover.

Exercise 3: The role of randomization in interactive proofs, Part 2: Prove that if L

has an interactive proof system, then it has one in which the prover is deterministic.

Furthermore, prove that for every (probabilistic) interactive machine V, there exists a de-

terministic interactive machine P such that for every x, the probability Pr[( P, V) (x) = 1]

equals the supremum of Pr[( B, V)(x) = 1] taken over all interactive machines B.
Guideline: For each possible prefix of interaction, the prover can determine a message
that maximizes the accepting probability of the verifier V.

Exercise 4: The role of randomization in interactive proofs, Part 3: Consider the fol-
lowing (bad) modification to the definition of a pair of linked interactive machines (and
interactive proofs). By this modification, also the random tapes of the prover and verifier
coincide (i.e., intuitively, both use the same sequence of coin tosses that is known to
both of them). We call such proof systems shared-randomness interactive proofs. Show
that only languages in M.A have a shared-randomness interactive proof system, where
alanguage L is in M A if there exists a language R, in BPP and a polynomial p such
that x € L if and only if there exists y € {0, 1} P(*) such that (x, y) € Ry.
Guideline: First convert a shared-randomness interactive proof system into an interactive
proof system (of the original kind) in which the verifier reveals all its coin tosses up-front.
Next, use reasoning as in Exercise 2.
Show that M. A actually equals the class of languages having shared-randomness
interactive proof systems.

Exercise 5: The role of error in interactive proofs: Prove that if L has an interactive
proof system in which the verifier never (not even with negligible probability) accepts a
string not in the language L, then L € N'P.
Guideline: Define arelation R, suchthat(x, y) € R, if yis afulltranscript of an interaction
leading the verifier to accept the input x. We stress that y contains the verifier's coin tosses
and all the messages received from the prover.

Exercise 6: Simulator error in perfect zero-knowledge simulators, Part 1: Consider a
modification of Definition 4.3.1 in which condition 1 is replaced by requiring that for some
function B(-), Pr{M*(x) = L] < B(]x|). Assume that (-) is polynomial time-computable.
Show that the following hold:
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1. If for some polynomial p;(-) and all sufficiently large n's, g(n) <1 — (1/pi(n)), then the
modified definition is equivalent to the original one.

2. If for some polynomial p,(-) and all sufficiently large r's, g(n) > 2= P2(), then the modified
definition is equivalent to the original one.

Justify the bounds placed on the function (-).
Guideline: Invoke the simulator sufficiently many times.

Exercise 7: Simulator error in perfect zero-knowledge simulators, Part 2: Prove that
Definition 4.3.1 implies Definition 4.3.6.

Exercise 8: Perfect versus almost-perfect zero-knowledge: Prove that every perfect
zero-knowledge system is also almost-perfect zero-knowledge. (That is, prove that
Definition 4.3.1 implies Definition 4.3.4.)
Guideline: Using ltem 2 of Exercise 6, note that the statistical difference between M*(x)
and m*(x) (i.e., “M* (x) conditioned that it not be L") is negligible.

Exercise 9: Simulator error in computational zero-knowledge simulators: Consider
an alternative to Definition 4.3.2 by which the simulator is allowed to output the symbol
L (with probability bounded above by, say, %) and its output distribution is considered
conditioned on it not being L (as done in Definition 4.3.1). Prove that this alternative
definition is equivalent to the original one (i.e., to Definition 4.3.2).

Exercise 10: An alternative formulation of zero-knowledge, simulating the interaction:
Prove the equivalence of Definitions 4.3.2 and 4.3.3.
Guideline: To show that Definition 4.3.3 implies Definition 4.3.2, observe that the output
of every interactive machine can be easily computed from its view of the interaction.
To show that Definition 4.3.2 implies Definition 4.3.3, show that for every probabilistic
polynomial-time V* there exists a probabilistic polynomial-time V** such that view|. (x) =
(P, V7))

Exercise 11: Prove that Definition 4.3.10 is equivalent to a version where the auxiliary
input to the verifier is explicitly bounded in length. That is, the alternative zero-knowledge
clause reads as follows:

for every polynomial ¢ and for every probabilistic polynomial-time interactive ma-
chine V* there exists a probabilistic polynomial-time algorithm M* such that the
following two ensembles are computationally indistinguishable:

° {<P(yx)a V*(z)>(X)}xeL,ze{OJ}fUX\)
® {M*(X’ z)}xeL,ze{OJ}WXD
where yy is as in Definition 4.3.10.

Note that it is immaterial here whether the running time of M* (as well as the distin-
guishing gap) is considered as a function of | x| or as a function of |(x, 2)|.

Exercise 12: Present a simple probabilistic polynomial-time algorithm that simulates
the view of the interaction of the verifier described in Construction 4.3.8 with the prover
defined there. The simulator, on input x € G/, should have output that is distributed
identically to view/{?' (x).
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ZERO-KNOWLEDGE PROOF SYSTEMS

Exercise 13: Prove that the existence of bit-commitment schemes implies the exis-
tence of one-way functions.
Guideline: Following the notation of Definition 4.4.1, consider the mapping of (v; s, r)
to the receivers view (r, m). Observe that by the unambiguity requirement, range ele-
ments are very unlikely to have inverses with both possible values of v. The mapping
is polynomial-time computable, and any algorithm that inverts it with success probability
that is not negligible can be used to contradict the secrecy requirement.

Exercise 14: Considering the commitment scheme of Construction 4.4.4, suggest a

cheating sender that induces a receiver’s view (of the commit phase) that is unlikely

to have any possible opening and still is computationally indistinguishable from the

receiver’s view in interactions with the prescribed sender. That is, present a probabilistic

polynomial-time interactive machine S* such that the following two conditions hold:

1. With overwhelmingly high probability, (S*(0), R)(1") is neither a possible 0-commitment
nor a possible 1-commitment.

2. The ensembles (S*(0), R)(1") and (S(0), R)(1") are computationally indistinguishable.
Guideline: The sender simply replies with a uniformly chosen string.

Exercise 15: Using Construction 4.4.4 as a commitment scheme in Construction
4.4.7: Prove that when the commitment scheme of Construction 4.4.4 is used in the
G3C protocol, then the resulting scheme remains zero-knowledge. Consider the modi-
fications required to prove Claim 4.4.8.2.

Exercise 16: Strong reductions: Let L1 and L, be two languages in N'P, and let
R;{ and R» be binary relations characterizing L1 and L», respectively. We say that the
relation Ry is Levin-reducible’ to the relation R, if there exist two polynomial-time-
computable functions f and g such that the following two conditions hold:

Standard requirement. x € L if and only if f(x) € Lo.
Additional requirement. For every (x, w) € Ry, it holds that ( f(x), g(x, w)) € Ro.

Prove the following statements:

1. Let L € NP, and let R, be the generic relation characterizing L (i.e., fix a non-
deterministic machine M,, and let (x, w) € R, if w is an accepting computation of M, on
input x). Let Rsar be the standard relation characterizing SAT (i.e., (x, w) € Rsar if w
is a truth assignment satisfying the CNF formula x). Prove that R, is Levin-reducible to
Rsar.

2. Let Rsar be as before, and let Rzsar be defined analogously for 3SAT. Prove that Rsar
is Levin-reducible to Rzgar.

3. Let Rssar be as before, and let Rgac be the standard relation characterizing G3C (i.e.,
(x, w) € Rgac if w is a 3-coloring of the graph x). Prove that Rssar is Levin-reducible to
Rasc.

4. Levin reductions are transitive.

37We name this reduction after Levin because it was he who, upon discovering (independently of Cook and
Karp) the existence of A/P-complete problems, used a stronger definition of a reduction that implies the one here.
‘We assume that the reader is familiar with standard reductions among languages such as Bounded Halting, SAT,
and 3SAT (as in [86]).
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4.12. MISCELLANEOUS

Exercise 17: Prove the existence of a Karp reduction of any NP language L to SAT
that when considered as a function can be inverted in polynomial time. Same for the
reduction of SAT to 3SAT and the reduction of 3SAT to G3C. (In fact, the standard
Karp reductions have this property.)

Exercise 18: Applications of Theorem 4.4.11: This exercise assumes a basic famil-
iarity with the notions of a public-key encryption scheme and a signature scheme.
Assuming the existence of non-uniformly one-way functions, present solutions to the
following cryptographic problems:

1. Suppose that party Ssends, over a public channel, encrypted data to several parties,
Ry, ..., R:. Specifically, the data sent to R; are encrypted using the public encryption key
of party R;. We assume that all parties have access to the ciphertexts sent over the public
channel. Suppose that Swants to prove to some other party that it has sent the same
data to all R;’s, but it wants to do so without revealing the data.

2. Referring to the same communication setting, consider a party Rthat has received data
encrypted using its own public encryption key. Suppose that these data consist of two
parts, and party R wishes to reveal to someone the first part of the data but not the
second. Further suppose that the other party wants a proof that R has indeed revealed
the correct content of the first part of the data.

3. Suppose that party Swishes to send party Ra signature to a publicly known document
such that only R receives the signature, but everyone else can verify that such a signature
was indeed sent by S. (We assume, again, that all parties share a public channel.)

Exercise 19: On knowledge tightness: Prove that the protocol resulting from executing
Construction 4.4.7 for k(n) = O(log n) times in parallel is zero-knowledge. Furthermore,
prove that it has knowledge tightness (3/2)K(" (approximately).

Exercise 20: More efficient zero-knowledge proofs for N'P: Consider the basic proof

system for the Hamiltonian-cycle problem (HC) presented in Construction 4.7.14.

1. Evaluate its acceptance probabilities (i.e., completeness and soundness bounds).

2. Provide a sketch of the proof of the zero-knowledge property (i.e., describe the simulator).
Specifically, present a simulator that establishes knowledge tightness of approximately 2.
If you are really serious, provide a full proof of the zero-knowledge property.

Exercises for the Advanced Sections. The rest of the exercises refer to the mate-
rial in the advanced sections (i.e., Sections 4.5-4.11).

Exercise 21: An alternative formulation of black-box zero-knowledge: Here we say
that a probabilistic polynomial-time oracle machine M is a black-box simulator for the
prover P and the language L if for every (not necessarily uniform) polynomial-size circuit
family {Bn} nen, the ensembles {( P, Bjy)(x)} xc L and {MB(x)} xc, are indistinguish-
able by (non-uniform) polynomial-size circuits. Namely, for every polynomial-size circuit
family {Dn} nen, every polynomial p(-), all sufficiently large n, and x € {0,1}"n L,
|Pr[Dn((P, B))(x)) =1]— Pr[D,,(MB"(x)) = 1]| < ﬁ

Prove that the current formulation is equivalent to the one presented in Definition 4.5.10.
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ZERO-KNOWLEDGE PROOF SYSTEMS

Exercise 22: Prove that the protocol presented in Construction 4.4.7 is indeed a
black-box zero-knowledge proof system for G3C.
Guideline: Use the formulation presented in Exercise 21.

Exercise 23: Prove that black-box zero-knowledge is preserved under sequential
composition. (Note that this does not follow merely from the fact that auxiliary-input
zero-knowledge is preserved under sequential composition.)

Guideline: Adapt the proof of Lemma 4.3.11.

Exercise 24: Refuting another parallel-composition conjecture: Prove that there exists
a zero-knowledge prover P such that the prover resulting from running two copies of
P in parallel yields knowledge (e.g., a cheating verifier can extract from this prover a
solution to a problem that is not solvable in polynomial time).
Guideline: Let A and P, be as in Proposition 4.5.9, and consider the prover P that
randomly selects which of the two programs to execute. Alternatively, the choice can be
determined by the verifier.

Exercise 25: Assuming that one-way permutations exist, present a witness-
indistinguishable proof system (with a probabilistic polynomial-time prover) that is NOT
strongly witness-indistinguishable.
Guideline: Consider a one-way permutation f, a hard-core predicate b of f, and the
witness relation {(f(w),w):w € {0,1}*}. Consider a prover that on input f(w) (and
auxiliary input w) sends w to the verifier, and consider the ensembles {X°} .y and
{X} hen, Where X! is uniform on {f(w):w € {0,1}" & b(w) = i}.

Exercise 26: Some basic zero-knowledge proofs of knowledge:

1. Show that Construction 4.3.8 is a proof of knowledge of an isomorphism with knowledge
error 1.

2. Show that Construction 4.4.7 (when applied on common input G = (V, E)) is a proof of
knowledge of a 3-coloring with knowledge error 1 — “?‘

See also Part 1 of Exercise 28.
Guideline: Observe that in these cases, if the verifier accepts with probability greater
than the knowledge error, then it accepts with probability 1. Also observe that the number
of possible verifier messages in these proof systems is polynomial in the common input.
Thus, the extractor can emulate executions of these systems with all possible verifier
messages.

Exercise 27: Parallel repetitions of some basic proofs of knowledge: Let k: N — N

be polynomially bounded. Consider the proof systems resulting by executing each of

the basic systems mentioned in Exercise 26 for k times in parallel.

1. Show that the k parallel execution of Construction 4.3.8 constitutes a proof of knowledge
of an isomorphism with knowledge error 2-%0), (Analogously for Construction 4.7.12.)

2. Show that the k parallel execution of Construction 4.4.7 provides a proof of knowledge of
a 3-coloring with knowledge error (1 — (1/|E|))~*{¢€D,

Note that we make no claim regarding zero-knowledge.

See also Part 2 of Exercise 28.
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4.12. MISCELLANEOUS

Guideline: For Part 1, note that any two different transcripts in which the verifier accepts
will yield an isomorphism. In Part 2 this simple observation fails. Still, observe that |E|
accepting transcripts that differ in any fixed copy of the basic system do yield a 3-coloring.

Exercise 28: More efficient zero-knowledge proofs of knowledge for N'P: As in

Exercise 20, consider the basic proof system for the Hamiltonian-cycle problem (HC)

presented in Construction 4.7.14.

1. Prove that the basic proof system is a proof of knowledge of a Hamiltonian cycle with
knowledge error 1.

2. Prove that the proof system that results from iterating the basic system k times is a proof
of knowledge of a Hamiltonian cycle with knowledge error 2-*. Consider both sequential
and parallel repetitions.

Exercise 29: More on the equivalence of Definitions 4.7.2 and 4.7.3: Suppose that R
is polynomially bounded and that the extractor in Definition 4.7.3 outputs either a valid
solution or a special failure symbol. Referring to this relation R, show that V satisfies the
validity-with-error « condition of Definition 4.7.2 if and only if V satisfies the alternative
validity-with-error « condition of (the modified) Definition 4.7.3.
Guideline: Follow the outline of the proof of Proposition 4.7.4, noting that all references
to the hypothesis that Ris an N'P-relation can be replaced by the hypothesis that the
extractor in Definition 4.7.3 outputs either a valid solution or a special failure symbol.
In particular, in the second direction, omit the exhaustive search that takes place with

probability 2-P¥1X) and use the fact that p(x, y, r) > «(|x|) implies p(x, y, r) > «(|x|) +
2—poly(|x|)

Exercise 30: Zero-knowledge strong proofs of knowledge for N"P: Consider again
the basic proof system for the Hamiltonian-cycle problem (HC) presented in Construc-
tion 4.7.14. Prove that the proof system that results from sequentially iterating the basic
system sufficiently many times is a strong proof of knowledge of a Hamiltonian cycle.
(Recall that it is indeed zero-knowledge.)

Exercise 31: Error reduction in computationally sound proofs: Given a computation-
ally sound proof (with error probability %) for a language L, construct a computationally
sound proof with negligible error probability (for L).
Guideline: Use sequential repetitions. In fact, the error probability can be made expo-
nentially vanishing. Parallel repetitions may fail to reduce computational soundness in
some cases (see [19]).

Exercise 32: Commitment schemes, an impossibility result. Prove that there ex-
ists no two-party protocol that simultaneously satisfies the perfect secrecy require-
ment of Definition 4.8.2 and the (information-theoretic) unambiguity requirement of
Definition 4.4.1.

Exercise 33: Failure of ordinary hashing in Construction 4.8.3: Show that in Con-
struction 4.8.3, replacing the iterative hashing by an ordinary one results in a scheme
that is NOT binding (not even in a computational sense). That is, using the notation of
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ZERO-KNOWLEDGE PROOF SYSTEMS

Construction 4.8.3, consider replacement of the iterative hashing step with the following
step (where b and the r’’s are as in Construction 4.8.3):

¢ (Ordinary hashing): The receiver sends the message (r',...,r" ') to the
sender, which replies with the message (c¢', ..., ¢" '), where ¢’ aef b(y, r'),
fori=1,...,n— 1.

That is, the prescribed sender computes the ¢'’s as in Construction 4.8.3, but a
cheating sender can determine all ¢’’s based on all r'’s (rather that determine
each ¢’ based only on (r', ..., r')).

Present an efficient strategy that allows the sender to violate the unambiguity condition.
Guideline: Given any one-way permutation f’, first construct a one-way permutation f
satisfying £(0*'l, x’) = (01¥'l, x’) and f(x’,0X'ly = (x’, 0I*'ly for every x’. (Hint: First
obtain a one-way permutation f” that satisfies f/(0") = 0" for all n's,®® and then let
FOX"1, x7y = ("1, x7), F(x', 01y = (x',01¥1), and f(x', x") E (f"(x), f'(x")) for

x', x" e {0, 11X\ {0} )

Assuming that the modified protocol is executed with f as constructed here, consider a
cheating sender that upon receiving the message (r', ..., r"~ ") finds y' € {0, 1}%2{0}"2,
y? € {0}72{0,1}"2, and c= (', ..., ¢™ ') such that the following conditions hold:
1.¢/ =b(y/,r)fori=1,...,n—1and j=1,2
2.b(yi,r"y=j (mod2)forj=1,2

(where r" is the unique vector independent of r', ..., r™7).
Note that f is invariant under such y/’s, and thus they can serve as valid decommit-
ments.

Finally, prove that such a solution y', y?, calways exists and can be found by solving
a linear system. (Hint: Consider the linear system b(x'0%2, r’) = b(0"2x?, r) for | =
1,...,n— 1and b(x'0"?, r") = b(0"?x?, r") 4+ 1(mod 2). Extra hint: Things may become
more clear when writing the conditions in matrix form.)

Exercise 34: Non-interactive zero-knowledge, bounded versus unbounded: Show

that Construction 4.10.4 is not unboundedly zero-knowledge unless NP C BPP.
Guideline: Consider invoking this proof system twice: first on a graph consisting of a
simple cycle and then on a graph for which a Hamiltonian cycle is to be found.

Exercise 35: Regarding the definition of a two-sender commitment scheme
(Definition 4.11.4), show that for every p there exist senders’ strategies such that each
resulting receiver view can be 0-opened with probability pand 1-opened with probability
1—p.
Guideline: Use the perfect-secrecy requirement and the fact that you can present com-
putationally unbounded senders’ strategies.

38See Exercise 13 in Chapter 2.
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